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Abstract

This paper provides an introduction to the application of SpecTRM (Specification Tools and Requirements Methodology) to safety-critical software in spacecraft controllers. The SpecTRM toolset directs the design toward modeling the formal behavior of safety-critical software and its operation, while maintaining significant safety information. We have studied the applicability and effectiveness of the methodology on several projects to illustrate the variety of projects on which SpecTRM can be applied, as well as those stages of a system design the methodology is most useful. These case studies have been completed for safety-critical controllers on the International Space Station. Motivation for the use of SpecTRM for the design of space critical systems is explained, as well as benefits achieved from formal modeling using SpecTRM. Our experience has shown that the benefits gained from using SpecTRM can help to achieve safety and mission success in space systems. 
Introduction

Computer systems are indispensable for the success of all space systems, and will continue to be a key technology for future space projects. The trend in system design is toward an increase in functionality and automation of the space systems. This leads to more complex systems with new types of safety issues concerning both the design and management of the system. Accidents or fatal failures are commonly traceable to high-level requirements incompleteness such as task design or system design omissions. In light of this observation, the formal specification toolset SpecTRM has been studied to support the design, implementation, and maintenance of safety-critical systems. 
SpecTRM is a system and software engineering environment designed to include safety engineering processes such as safety assessment and hazard analysis (ref. 1). An intent specification is the system specification methodology used in SpecTRM (ref. 2). This intent specification includes most of the features needed to structure a critical system specification including traceability from high-level requirements and safety constraints (with hazard analysis) to the component specification model, code, and operator tasks. Our experience has shown that without special mathematical knowledge or extensive training, engineers in most fields can easily use intent specifications to specify blackbox behavior by using SpecTRM-RL (SpecTRM Requirements Language) (ref. 3).
The structure of the intent specification is described in figure 1. Each level of an intent specification shows the depth of intent. However, the levels of intent are not linked directly to a specific software development phase. The specification description in each intent level contains information about the environment, the operator tasks and the system description. The system description can be decomposed into components or subcomponents. Besides the two directions mentioned above, the intent specification is designed to deal with any abstraction level (depth of refinement), i.e. it can be very flexible and can be refined iteratively during development. 

In SpecTRM, it is possible to start building any part of the intent specification, i.e. any level of intent, and any refinement of the specification description. The contents of intent specifications are very carefully designed from a viewpoint of system safety. Modeling is, therefore, easy even for engineers who are unfamiliar with formal methods. The level 3 blackbox model is always executable and usable for both formal analysis and simulation including hardware-in-the-loop testing. 

[image: image1.wmf]Valve

State 2

Valve

State 1

Pressure

State 3

Pressure

State 2

1) Automation

Controller

2) Valve

Controller

5) Sensor

Valve State

3 (real)

Pressure

State 1(real)

4) Actual Cabin

Air

3) Valves

Bus


Figure 1: The structure of an intent specification

Visualizing a blackbox specification model and task model and animating system behaviors as defined in the intent specification, are useful for designers and reviewers to help them capture the system behaviors correctly by comparing the specification to their own mental model of the expected behavior.

Leveson et al. have modeled very large and complex systems, e.g., TCAS-II (aircraft collision avoidance system) (ref. 2) and CTAS (center TRACON automation system) at Dallas/Ft. Worth (ref. 4) with SpecTRM, studies which have exemplified the applicability of SpecTRM to avionics systems. Recently HETE-2 (ref. 5) and MD-11 (ref. 6) have been modeled with SpecTRM and several findings were reported. Easterbrook has in (ref. 7) studied lightweight formal methods including the SpecTRM blackbox modeling of the Failure Detection and Isolation Recovery function (FDIR) in the International Space Station and reported in (ref. 8) the effectiveness of the use as an Independent Verification and Validation (IV&V) methodology. Thus, the high potential of SpecTRM has shown it to be a supportive toolset that can be used for various real scale projects. In this paper we describe our experience in modeling several space systems, such as the Japanese Experimental Module (JEM) and the Centrifuge in the International Space Station (ISS). These systems were chosen to focus on space-specific characteristics for development of on-board applications and to discuss the applicability of SpecTRM modeling.

In the next section, we explain how SpecTRM works for specific problem investigation and correction by describing a safety-critical problem found in the JEM system testing phase. Benefits of using a formal model and required aspects of formal modeling for space projects are discussed by comparing these models with today's applied software safety methodologies and requirements for spacecraft controllers. In later sections, we describe what we can do with SpecTRM during the early development phase and how the SpecTRM toolset can be used for system modeling and analyzing by using reverse engineering or maintenance work. We have also checked the system for new kinds of safety issues such as mode confusions caused by incompleteness and inconsistency of high level requirements.
Necessity of Formal Modeling 
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There is no doubt that the usefulness to software development of a formal modeling methodology increases as the complexity and criticality of the system increases. However, formal modeling and analysis techniques have not been used in industry. To determine the necessary characteristics of a formal model that could be used in industry and to show how a formal model works to detect and correct a specific problem, we have modeled a real safety-critical problem found in the Japanese Experimental Module (JEM) based on the original specification that is including the problem. Those problems have been solved in the actual system by now. The JEM, one of the ISS elements, is the manned facility in which astronauts can perform experimental activities for a long duration of time. The following problem with a cabin pressure controller was found in the JEM.

Cabin Pressure, Pc, was outside of the safety pressure range, 13.9 psi ≤ Pc < 15.2 psi, which could cause a catastrophic hazard.

Functional Requirement (1):

The high-level functional requirement is:

The Automation controller shall start cabin pressure relief when the sensor detects that the pressure is the higher threshold (15.2 psi) or above, and stop pressure relief when the sensor detects the pressure is below the lower threshold (13.9 psi).

The software in the cabin pressure controller works as follows:

1) The automation Controller checks the sensor data.

2) When the controller detects too high pressure in a cabin, it executes the relief start sequence.

3) In the relief start sequence, the commands*; isolation valve power on, isolation valve open, control valve power on, and control valve variable set, are sent to the valve controller.

4) After receiving the two commands; isolation valve power on and isolation valve open, the isolation valve opens. After receiving the two commands; control valve power on and control valve variable set, the control valve opens and starts controlling the cabin pressure. Then, finally pressure relief in the cabin starts.

(*: This function is identified as a Must Not Work function. Before sending each hazardous command, it performs prerequisite check such that control mode is Isolation or both sensors are correct.)

Modeling the original specification of the cabin pressure controller using SpecTRM gives the blackbox specification model as described in figure 2 and figure 3. Figure 2 shows the blackbox behavior model. The problem occurs during the pressure relief when control authority is in the automation instead of a crewmember, the operating mode of the JEM is in Isolation mode (that is, isolated from other ISS modules), only the relief start sequence is activated, an isolation valve is powered on and open, and a control valve is also powered on and controlling the rate of pressure relief. 

Figure 2: JEM cabin pressure control model

Although the problem was caused by a simple error such that the higher threshold set at 15.2 (see figure 3) did not include any timing margin to control the pressure, no one had detected this problem during the early development phase. The software was consistent with the high-level functional requirement, because the software detected the situation and triggered the relief sequence correctly. During the software development itself, it was hard to find this problem even by complete software testing. System engineers, environmental engineers, and mechanical engineers all thought that the system would behave correctly because of the high-level functional requirement (Functional Requirement (1)). In general, in emergency situation such as this, the controller software can easily become overload. Indeed, the behavior of the mechanical valves had not been determined until the software development was finished. The unknown factors of timing and behavior still remain dependent on the load in controllers and networks, and other unintentional executions of recovery sequences.

Figure 3: A part of the blackbox model of the JEM cabin pressure control
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Building a blackbox model of this software behavior with SpecTRM, the problem could have been found in a much earlier phase of development.  Even if the precise threshold pressure is not defined, we can execute our model and check its completeness to assure that the threshold has been set low enough to avoid being over the threshold. As shown in figure 3, SpecTRM also explicitly reminds designers of many important items to be considered in the design from a system safety view. In this case, we can define “Timing behavior” in SpecTRM tool’s template to simulate the timing behavior. The system behavior affected by the execution of any other unintentional command sequences can also be simulated with those blackbox models. Though we have also modeled the same problem using the PVS (Prototype Verification System, ref. 9), it is hard to find the problem using only abstract information. Analyzing this case study, we have identified several important attributes of formal modeling methodology: 

Predictability: The modeling language must be predictable, i.e. both readable and understandable, and mediate a common view of the system to engineers in any field, or to managers who are not only creating the model and the software itself, but also reviewing the software in the system. The model must not require infinite patience for special training to review the specification, because detection of subtle problems needs many people’s professional eyes and senses. Zimmerman and Leveson have examined readability of several modeling language including SpecTRM-RL (ref. 10).
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Abstract Modeling: Needless to say, the earlier one can find problems, the better. At the beginning of the development phase, of course, most projects do not have any baseline specification documents, or even vague concepts. The formal model, therefore, must allow us to start building a model using very abstract information during the early phases. Most formal methods require microscopic information to build the formal model, whereas this information is not required in SpecTRM.

Executability: The model must always be executable and be able to be simulated at any level of refinement. As described above, the predictability of the model is an important factor, but at the same time model analysis tools also give us many opportunities to detect more complex problems in the system behavior, which can be hard to find for humans. SpecTRM allows us make a model of the systems behavior using any depth of refinement by simply filling in those items we want to analyze and simulate. Once we have built a model using SpecTRM, the model is always executable. We can modify the model at any time, and then execute it again. The process is very flexible, but steadily guided by the toolset. This iterative work is precisely the design process itself. 

Although there might be other necessary attributes, the above aspects are key to a formal model particularly for space applications as lessons learned from our study show. 

During the construction of this model, we also found a common problem in complicated space systems. Recent computer-based control systems often choose a hierarchical architecture with bus networks such as MIL-STD-1553B. To reach end-effectors and actuate them, the command messages must go through several layers of controllers, and several different algorithms must be used to calculate decisions made by each controller, and doing so generates some delays. In the JEM cabin pressure example, the following subsystem shown as boxes and environments have different modes shown as boxes in (fig. 4):

1) Automation Controller

2) Valve Controller

3) Valve

4) Actual Pressure in Cabin 

5) Sensor 

The automation controller defines its own mode based on whether a command is sent or not, or based on telemetries from end-effectors, such as a valve. In an emergency, the controller cannot wait for the mode change of the actual telemetry in a step-by-step fashion because of the time criticality.
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Figure 4. Modes (dot-lined box) in each component (box)

For example, after receiving a command from the automation controller, it will take several minutes for the valve movement to complete. The sensor ignores data changes from reading actual cabin pressure for several seconds to cancel white noise in data and make the control loop stable. Theoretically each controller should use the data that is the closest to the actual state if possible, but most systems cannot use such data because of time criticality, physical impossibility, or resource limitation. Using other blackbox models of the hazard-related components, the SpecTRM toolset can detect such inconsistencies of modes by simulation, and can verify the appropriate behavior and correct timing.

Model-Based Development Process
We have studied the applicability of SpecTRM in the development process of safety-critical on-board software, and especially how SpecTRM contributes to space-specific software products and processes. In particular, a model-based development process using SpecTRM is proposed as part of the development process itself. 

An example is extracted from the Centrifuge. The Centrifuge is a laboratory for studying gravitational biology to test and demonstrate the operability to handle biological specimens in a manned space environment and technology for a large rotating payload. The Centrifuge is to be delivered on orbit in 2006, by a U.S. Space Shuttle. This project is unique in terms of organization and pressure on both schedule and cost. All models we built in our work and described in this paper are based on the draft system specification document of the Centrifuge, as it is still in the early design phase. No software design information of the CR has been released yet. An illustration of how our SpecTRM can be used in hazard analysis follows.
Hazard Analysis:

A hazard of “Impact/Collision due to Rotating Equipments” in the CR has been chosen here as an example. The CR is the largest (2.5m diameter) rotating payload in the ISS to generate a gravity field in the ISS as shown in figure 5. The habitat maximum mass of the CR is 116 kg, and the artificial gravity is 0.01-2.00g (0.01g increments). 
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Figure 5. Outline of the Centrifuge Rotor (ref.11)

Information from the hazard analysis is presented in level 1 of the intent specification as follows:

	Hazard:

Impact/collision due to rotating equipment:

Contact with rotating equipment during operation or maintenance or impact/collision with fragments generated by fracture of rotating machinery could result in injury or loss of the crew.


A part of a Fault Tree Analysis (FTA) is shown in figure 6:

	1. Impact/collision due to rotating equipment


OR   Contact with rotating equipment
       OR   Crew access to a habitat during rotating

             ……….

     Fracture and scatter of rotating equipment
       OR  

             ……….

Over-speed of the Rotor due to loss of spin control 

OR  The CR controller continues to   accelerate rotor. (FTA-1.2.2.1)
        ………….
             ……….

      ………………..

Figure 6. A part of the FTA of the CR

In the intent specification, the FTA information includes the software fault tree analysis (ref. 12) in order to clearly define safety constraints for the software functions. All descriptions in the intent specification can be linked explicitly by tags, e.g. FTA-x (Line x of Fault Tree Analysis), SC (Safety Constraints), OP (Operator requirements, assumption, and constraints), G (goal), or by setting a linkage like a hyperlink in the tool. Based on information in the hazard analyses, we can also define safety constraints such as:

SC1: The CR must stop the spin motor if over-speed is detected. (↑FTA-1.2.2.1)   

In addition to the hazard information, other high-level information, such as system goals, operator requirements, high-level functional requirements, assumptions, and limitations can be described in level 1 of the intent specification using readable natural language. One advantage of using SpecTRM is that all such information, even in level 1, does not need to be determined during the early development phases such as the requirements definition phase or preliminary design phase. Whenever we want to add or modify the information, it is possible to do so.

Applicability to Development Process:  

To date, one reason why formal methods have not been used widely is the difficulty of applying the methods to the development process.  For example: 

1) Additional huge effort is required for formal modeling and formal verification, because the activity is not suitable for the existing development processes. 

2) Phases or stages in which the formal methods can be applied are limited and intermittent.

As mentioned before, SpecTRM offers a formal but very flexible specification language. Instead of starting with documentation, we can in parallel start modeling as defined in level 3 of the intent specification.  The system and the model can be refined or decomposed iteratively, and then defined in level 1 when the conceptual design is mature. This is surprisingly similar to real industry development. There is a very strong possibility that the intent specification can replace all documentation, i.e. software requirements, design specifications, interface definition documents, test plan/specifications, analysis reports, and operational documents. SpecTRM can work as the safety data information center for use of safety data in certification and other specialized safety approvals required in MIL-STD-882D (ref. 13). 

Current development processes of complex software without formal modeling are “error-prone”. For example, with respect to interface coordination between different systems and/or components, we used to spend many days trying to understand and review thousands of pages of an interface definition document, which is hard. It takes too long to coordinate and review the interface. The coordination work is often across companies or countries that have different development processes. Interface mistakes are well known to cause most of the failures in space systems. To avoid problems, executable SpecTRM blackbox models, i.e., Input Value, Output Command (fig. 7), can be used for interface coordination.

The SpecTRM model-based process is similar to rapid prototyping and the spiral development process, but is suitable for waterfall development process, as well. The intent specification and the SpecTRM features have been in (ref. 14) compared with NASA’s software safety standard. The comparison shown in table 1 tells us that SpecTRM is suitable to use in the software safety standard process.
Figure 7. Blackbox model of Output command

During design reviews or safety reviews, it is almost impossible for the reviewers to check all documents and understand the system design, and needless to say, it is much harder to understand the software behavior even in the software specific meeting during the safety review. Because of the necessity of reviews by various engineers and managers, Leveson suggests that communication with management and understanding by management must play a key role in any accident model. When we use a model-based process using SpecTRM, they can review the intent specification and find problems even if the structure or the behavior of the controllers and their software is complicated. SpecTRM contributes to the improvement of review and communication quality. 

Human-Centered Process:  

Six types of “mode confusion” have been identified by Leveson as causes for computer-human related accidents (ref. 15).  The six types of mode confusion can be detected by a human-centered process using SpecTRM (ref. 16). To detect these design problems, we must build the following models as shown in level 3 of figure 1.

User model: a model of the automation behavior (expected system behavior):  this model is necessarily a simplification or abstraction of the actual possible automation behavior. 
Task model: an operator task model resulting from a task analysis that identifies the major tasks of the human controller and then breaks these down into subtasks
Blackbox model: a system behavior model from specifications
The user model can be used as the core model of model-based development process in a human-centered approach. The CR’s user model and the task model created using a visual task modeling language (ref. 17) are shown in figure 8. Executing these models, we can find potential mode confusion cases. These CR models identify a difficulty in multiple authorities such as crews, ground operators, and controllers.
   Figure 8. User model and task model of the CR

Table 1. Applicability table of SpecTRM to NASA software safety standard (ref. 14)

	NASA Software Safety Standard (NASA-STD-8719.13A)
	Intent Specification / SpecTRM tool

	System safety analysis

Preliminary Hazard Analysis, software safety analysis to define safety-critical software (potential cause, or supporting the control of a hazard) and software safety requirements through the project life cycle.

Software safety 
The objective is to ensure that safety is considered throughout the software life cycle.
Software safety tasks by life cycle phase

Software safety planning
Planning shall be documented in Software Management plan or Safety Management Plan     
Software Requirements Specification Developments

· Development of software safety requirements

· Analysis of software requirement for potential hazards.

· Test planning is begun.

Software architectural design

This design process shall include identification of safety design features and methods

Software detailed design 

Low-level design for the software units, safety-related information shall be into all user manuals.

Development of test procedure 

Software implementation 

Code, which shall implement the safety feature and methods developed during the design process 

Software integration and acceptance testing

Testing to verify of software safety requirements including hazard verification, Acceptance testing verify in conjunction with system hardware and operators. 

Software operations and maintenance

When changes are made, performing hazard analysis, updating software safety requirements and specification, design, and operator document, regression testing  

Phase independent tasks

Safety requirements traceability

To trace the flow down of the software safety requirements to design, implementation, and test    

Discrepancy reporting and tracking

Closed-loop tracking of safety-related discrepancies, problems, and failures. 

Software change control 

All changes, modifications, and patches made to requirements, design, code, systems, test plans, procedures, or criteria shall be evaluated to determine the effect of the change on system/subsystem safety.
Safety program reviews

Supporting System safety review

Software safety analysis

Software safety requirements analysis

 To identify software requirements that are safety-critical, and ensure the correctness and completeness  
Software safety architectural design analysis

     To ensure the correctness and completeness, and test coverage  
Software safety detailed design analysis

To ensure the correctness and completeness and ensure test coverage, safety-related information fro User’s Guide
Code safety analysis

To ensure the correctness and completeness, identify potentially unsafe states, and ensure test coverage

Software test safety analysis

     Test result shall be analyzed.

Software change analysis

To evaluate whether the change could invoke a hazardous state, affect a hazard control, increase the likelihood of hazardous state etc.
	In level 1 of the intent specification, the hazard analysis data can be described including software fault tree analysis. The software safety requirements can be described in level 1 as safety constraints. 

All life cycle activities can be treated as the appropriate level of intent, refinement, or decomposition.

The planning can be included or referenced in the “Program Management Plan” or “System Safety Plan” parts of the intent specification. 

The software safety requirements can be described in level 1 as safety constraints. Test planning can be described in level 5. Formal Analysis of requirements can be performed in level 3 with a blackbox behavior.

The level 2, ”System design principle”, mainly shows such design features and methods.

The level 3, “ Physical and Logic Design Representations”, shows detailed design.  The safety information for “User manual” can be described in level 5 as well as test procedures.

The code is described in level 5.  Unit testing information can be stored at V&V section in level 5

The testing information can be described in level 5.

The operation information is described in level 6. When changes are made in the intent specification, all levels of information can be modified. The tools set assists us to identify the parts affected by the changes, using the traceability functions.

Using tags or linkage, we can define all requirements traceability down to any level and any words in the specification.

There is currently no function for tracking itself, but we can indicate which parts have open issues and the status. Discrepancy reporting and tracking is planned for future versions of the SpecTRM tools.

All changes made to any part of the intent specification can be analyzed for their effect using the traceability information.

The intent specification provides safety information to support safety review, because all descriptions in the intent specification are written in natural language English, or readable SpecTRM-RL.

In addition to such manual analyses, the tools provides or will provide several tool analyses using formal models in level 3.

· Testing scenarios & results simulation & analysis

· Completeness and consistency analysis

· Software deviation analysis

· Mode confusion analysis




Thus, there are many benefits of readability or model analysis. In the SpecTRM toolset, many powerful model analysis tools such as completeness and consistency analysis tools, and deviation analysis tool have also been developed (refs. 18-19). The operator task model can be translated into SpecTRM-RL as one component in the system. The SpecTRM-RL model of the operator task can execute together with other components blackbox models for formal verification. However, we need to carefully model it, as it is difficult to enforce identical repetitive critical actions on the human.

Conclusions
By modeling system of realistic complexity, we have identified the necessary attributes of a formal model for space application; i.e. predictability, abstract modeling, executability, and ease of construction, and have concluded that SpecTRM is a toolset that possesses these attributes. SpecTRM has also been compared by current software safety standards and has proven suitable for existing development processes. The methodology can potentially be applied to any type of safety-critical system and in any phase of development. The application of SpecTRM allows us to analyze the system behavior correctly and easily. The potential uses of this modeling approach is summarized below:  

a) Conceptual system design, which is done at the beginning of the development phase

b) Reverse engineering including accident investigations or problem corrections

c) Shadow process as the IV&V

d) A part of the development process itself

Our experience here has taught us several lessons about how to use an intent specification and executable model such as how to build a model, how to detect problems, and tips on constructing an intent specification.  

The model-based development process proposed here seems promising with respect to improvement of the software development process of a safety-critical system, as it allows engineers or managers to understand the formal behavior of the system and analyze it with powerful tools from the beginning of the development process. New types of errors such as mode confusion can also be identified by model analysis.  

These case studies have also identified possibility to avoid some redundant architecture although any example is not described in this paper. Today, designers often choose a redundant architecture for computers and software in a critical system (e.g. backup controller, multiplying hazardous commands, and N-version software) as a design solution. The redundant computer system not only increases cost, weight, electric power, and thermal source, but also introduces more complexity and new errors into the system. One reason why the redundant architecture solution is chosen is the difficulty encountered in analyzing precise software behavior for all possible cases. Instead of choosing a redundant design solution, by using SpecTRM, we can focus on reasonable faults in the software affecting a hazard and solve it without redundancy or examine the reasons for redundancy needs. Thus, the accident model analysis by SpecTRM is very significant for space application.

Future Work

We will continue to perform case studies to develop more beneficial approaches to system specification, particularly in the area of task analysis and maintenance. SpecTRM software tools are continuously evolving and including new features. 

Development processes are moving to using simulators to confirm design correctness from early development. To establish useful interfaces with other simulators, we would like to study how the toolset works with a standardized interface of a simulation such as IEEE1516-HLA: High Level Architecture for Modeling and Simulation.  
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