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Abstract

On account of the several advantages it provides, such as the improvement in performance, increasingly complex automation is being built into existing systems.  As a result, human-automation interactions are changing in nature, and new sources of errors and hazards are being introduced.  The need for reducing human errors without sacrificing the benefits of computers has led to the idea of human-centered system design; little work, however, has been done as to how one would achieve this goal.  This paper provides a methodology for human-centered design of systems including both humans and automation.  It also describes a new approach to structuring specifications, called Intent Specifications, which captures design rationale and assumptions made throughout the design process.  The proposed methodology combines task allocation, task analysis, simulations, human factors experiments, formal models, and several safety, usability, and performance analyses.  An air traffic control conflict detection tool, MTCD, is used to illustrate the methodology.

1 Introduction

The term human-centered system design is frequently used in literature (e.g. [Bil96]), but there have been few proposals or methodologies addressing how exactly one might achieve this goal, especially for safety-critical systems.  When automation is being designed or implemented, it is commonly believed that both the human and the automation should be taken into account.  No single methodology, however, addresses all the issues involved, for example: Is the behavior of the automation (or software) sufficiently transparent so as to support the operator in his/her tasks?  Is there a risk of mode confusion and loss of situation awareness [SW95]?  Is the human and the task he/she is required to accomplish matched correctly [Ras87]?  Does the operator have a correct and sufficient understanding of the automation’s behavior?  Numerous questions can be and have been raised, and several have been discussed in the literature.  Most of the answers proposed, however, are either limited in scope (e.g. reserved to the Graphical User Interface (GUI)/Human Machine Interface (HMI)), or hard to implement.  More importantly, few authors identify the criticality of recording design rationale and the assumptions underlying the design choices for safe change of the design and for system evolution.  In this paper, we describe a methodology for human-centered, safety-driven design of systems that include both humans and computers.

The proposed methodology covers the whole system life cycle, starting with the definition of its high-level goals and purposes and continuing through operation.  Safety and human factors are often considered too late in system development to have adequate impact on the system design.  It has been estimated that 70-90% of the decisions relevant to safety are made in the early conceptual design stages of a project [Joh80].  Relying on after-the-fact safety assessment emphasizes creating an assessment model that proves the completed design is safe rather than constructing a design that eliminates or mitigates hazards.  Too often, after-the-fact safety assessment leads to adjusting the model until it provides the desired answer rather than to improving the design.  In the same way, when the human role in a system is considered subsequent to the basic automation design, the choices to ensure usability and safety are limited to GUI/HMI design, training, and human adaptation to the newly constructed tools.  Also, if the involvement of human factors occurs late, the impact of the human-system interaction on the system performance may not be fully analyzed, or alterations will be required at a late stage, incurring delays to the program or extra cost in re-design, or both [KED97].  The latter approach has been labeled "technology-centered design" and has been accused of leading to "clumsy automation" [WCK91] and to new types of accidents in high-tech systems. 

In previous work, Leveson has defined what she calls Intent Specifications [Lev00a], which are based on means-ends abstraction.  While the Rasmussen/Vicente specifications [VR92] focus on the design of the user interface, we have tried to extend the idea to the design of the entire system, including the automation.  Intent Specifications have been used to specify several complex systems, including TCAS II (an aircraft collision avoidance system).  This previous work, however, does not integrate the design of the operator tasks or detail a human-centered design methodology for developing Intent Specifications.  The work presented here describes how those goals can be accomplished using as a test-bed a new Air Traffic Control (ATC) Medium Term Conflict Detection (MTCD) function currently under development and evaluation at the Eurocontrol Experimental Center (EEC).

In the following sections, we first provide an overview of the proposed methodology (Section 2).  Section 3 then introduces the ATC tool used as an example throughout the paper to illustrate the methodology, MTCD.  Sections 4, 5 and 6 discuss the different steps of the methodology.  Section 7 summarizes the contri-butions of this work and presents possible future related work.

2 Methodology

The methodology presented in this document combines human factors and safety analyses, using both formal and informal methods.  The approach aims at completing the current efforts made on the HMI side, but not replacing them.

Figure 1 shows the overall structure of the metho-dology.  The steps in the middle column represent general system engineering activities.  The right column shows special safety engineering activities and those in the left column represent human factors engineering.  This figure is notional only the system engineering procedures (shown in the middle) integrate the human factors and safety analysis throughout the development and operations processes and also involve more iteration and feedback than shown.  In addition, some of the analysis procedures in the right column, such as mode confusion and human-error analyses, actually represent an overlap between safety and human factors engineering and their placement in the right column is arbitrary.

The methodology is supported by the Intent Speci-fications structuring approach mentioned in Section 1.  Intent Specifications organize system specifications not only in terms of "what" and "how" (using refinement and part-whole abstractions) but also in terms of "why" (using intent abstraction) and integrate traceability and design rationale into the basic specification structure.  Each level of the Intent Specifications supports a different type of reasoning about the system and uses a different model of the system.  Each level also includes information about the verification and validation of the system model at that level.  By organizing the specification in this way and linking the information at each level to the relevant information at the adjacent levels, higher-level purpose or intent, i.e. the rationale for design decisions, can be determined.  In addition, by integrating and linking the system, software, human task, and interface design and development into one specification framework, Intent Specifications can support an integrated approach to system design.  

There are six levels in an Intent Specification (see Figure 2).  Level 1 supports reasoning about system-level properties such as goals, task allocation, operator goals and responsibilities, high-level requirements, design constraints, and hazards during the earliest stages of the system development process and later acts as documentation of the overall system concept and requirements.  A portion of the first level of the MTCD Intent Specification is presented in Section 4.

Level 2 includes the system design principles upon which the logical and physical design at the lower levels is based and through which the goals and constraints at the highest level are satisfied (see Section 5).  The models and specifications at this level may be subjected to scientific and system analyses to evaluate design alternatives with respect to the higher-level goals, constraints, and identified hazards.  Level 2 also includes principles and bases for a series of simulations and experiments aimed at verifying and refining the operator’s tasks and the HMI design principles.  All Level 1 requirements, constraints, task allocation principles, human factors and hazards are mapped to their corresponding design features at Level 2. 
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Figure 1 A Human-Centered, Safety-Driven Design Process
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Figure 2  The Structure of an Intent Specification

The third level contains formal models of the system components blackbox behavior, including the operator tasks, interfaces and communication paths between components, and transfer functions (blackbox behavior) for each new system component (see Section 6).   The models at this level are executable and mathe-matically analyzable.  The information at this third level is used to reason about the logical design of the system as a whole (the system architecture) and the interactions among components as well as the functional states without being distracted by implementation issues.

The fourth and fifth levels of an Intent Specification document the physical design and the physical implementation respectively.  The sixth level includes the information necessary for and generated during operations.  This paper will focus only on the first three levels of the Intent Specification.

3 Medium Term Conflict Detection (MTCD)

MTCD is an EATCHIP III (European Air Traffic Control Harmonization and Integration Programme, Phase III) added function.  EATCHIP is a cooperative program of the European Civil Aviation Conference (ECAC) Member States, coordinated and managed by Eurocontrol in partnership with the national ATM providers of ECAC and other institutions.  Its objective is the harmonization and the integration of European ATM services.

The automated MTCD function will assist the controllers in monitoring the air situation continuously and providing conflict data to the controllers through HMI.  Controllers monitor these operational data on situation displays.  They will remain responsible for the assessment of conflicts, as well as reacting to them.  MTCD will inform the controller of aircraft conflicts up to 20-60 minutes in advance, and of special use airspace penetrations and descents below lowest usable flight level.  Controllers can influence MTCD operational behavior by excluding and re-including individual flights from conflict detection calculations.  These interactions, and all interactions with respect to conflict display, conflict display acknowledgement, etc., will be governed by the HMI.

In the European ATC system, the controlling tasks are performed by two controllers, the planning/strategic controller (PC) and the executive/tactical controller (TC).  The high-level goals of the PC and the TC are similar, and their areas of responsibility are the same, but their areas of interest are different: the PC handles the pre-sector and sector entry and works on the in-sector and sector exit areas only when his/her workload allows it and the TC requests assistance.  The TC is thus responsible for short-term management of in-sector and exit traffic (including radio communication with pilots), whereas the PC is more concerned by the medium-term issues.  In reality, however, the two controllers work very closely together, sharing tasks spontaneously, and communicating with gestures as much as words.  The main goal of this division of responsibilities is a better management of the controllers’ workload.  Although MTCD is available to both controllers, it is primarily of interest to the PC. 

4 Level 1: System Purpose

Our methodology begins with identifying the high-level functional goals for the new system or component(s) and the assumptions and constraints on the new tool or component design arising from the environment.  We consider any new or altered operator tasks related to the new tool to be within the system because such new tasks must be designed together with the other new parts of the system. For example, two high-level goals for MTCD are:
G1: To provide a conflict detection capability to air traffic controllers for all flights in the area of operation.
G2: To help keep the workload of the controllers within acceptable and safe limits despite an expected increase in traffic. 

These functional goals, although determined before the analysis, are in fact modified as more is learned about the hazards and the operators’ tasks.  

Since we believe the system design must consider human factors and safety from the very beginning in order to achieve high usability and system safety, the first step in the methodology involves a preliminary hazard analysis (PHA) to understand the potential system hazards.  Such a PHA was performed for MTCD but is not presented in the present paper.

A preliminary task analysis (PTA) is also performed at this early development stage.  The PTA consists of cognitive engineers, human factors experts, and operators together specifying the goals and respon-sibilities of the users of the new tool or technology, the task allocation principles to be used, and operator task and training requirements.  The involvement of the operators at this stage is very important, as they are the final users of the system and because they can provide a description of their needs for assistance to the system designers, engineers, or managers.  The PTA and the PHA go hand in hand, and several iterations are necessary as the system designers acquire a better understanding of the operators’ responsibilities and of the different human factors to take into consideration.

For MTCD, we started by specifying all of the TC and PC goals and responsibilities, not just those directly related to the new tool.  We include all responsibilities because any safety or usability analysis will require showing that the tool does not negatively impact any of the controller activities.  For instance, the PC is responsible for detecting sector entry conflicts and formulating resolution plans with the PC of the adjacent sector and the TC of the current sector.  The TC, on the other hand, is responsible for in-sector conflict detection and for approving and implementing the plans formulated by the PC for entry or exit conflicts.

A determination of the different human factors to take into account in the system development process is then performed.  The operators should be able to use any new procedures and technologies efficiently and integrate them successfully into their existing knowledge and experience.  They should also have the information necessary to perform their tasks with no automated assistance when equipment failure occurs.  The major human factors to consider are: 1) teamwork and communication, 2) situation awareness, 3) perceived automation reliability, and 4) workload.  These factors have been taken into account in the different stages of the design process of MTCD.

The next step in the PTA is to define the task allocation principles to be used in allocating functions between the human controllers and the automation.  Automation can be introduced in a system to provide some straight-forward assistance to the human; it can also, however, have a much more essential role, replacing some key perceptual and cognitive functions of the operator.  It is important to allocate functions based on sound principles.  Such principles are developed using the results of the PHA, previous accidents and incidents, human factors considerations (including cognitive engineering), controller preferences and inputs, etc.  For example, some task allocation principles in the context of EATCHIP III might be:

Conflict Detection: An automated detection tool with the ability to predict problems as far as possible into the future is desirable, to compensate for human limitations. The human shall have final authority as far as the use of the prediction tool, the need for intervention and the criticality of the situation are concerned.  The controller should be able to hide certain problems temporarily to better manage his/her cognitive workload, but the problem should be displayed again automatically after a certain amount of time. 

Inter-Sector Communication: Special advisories should be provided for handoffs and for resolving boundary problems, taking into account the status of all the sectors involved.  A warning should be given if the controller’s decision is under-optimal or if it can lead to a short or medium-term conflict. 

Using high-level operator-centered principles related to the different users of the system (the users here include the controllers, the airlines, the FAA, etc.), the system high-level requirements (including functionality, main-tenance, and management), the operator requirements, the system interface requirements, and the operator training requirements are developed and later refined as the user tasks and the system design are refined.  These principles are found in the PHA, PTA, human factors analyses, historical information, environment description, etc.  Note that the automation require-ments are derived from the operator task analysis, not vice versa (the more common design approach).   

The first task allocation principle can be traced for example to the following requirement for the automated tool, MTCD:

MTCD-R01:  Within the area of operation, MTCD shall detect all aircraft conflicts in the aircraft conflict prediction horizon.

The PHA, the identified controllers responsibilities, and the task allocation principles may also lead to operator or training requirements such as the following:

OP-R02: The PC shall plan traffic using MTCD output, and where a problem persists shall notify its existence and nature to the TC.

OP-R03: If incorrect or inconvenient behavior (e.g. high rate of false alarms) is observed, the controller shall turn MTCD off.

The information derived from the operator requi-rements and from the training requirements will be used in the design of the human-computer interface, the system logic, operator tasks and procedures, operator documentation and training plans and programs.

With respect to the human-automation interface, it is important to ensure that the information is easily and quickly accessible by the human user and that it is displayed in a way that matches his/her working behavior, methods and decision-making; no additional perceptual or cognitive workload should be introduced.  The PHA, PTA, former accidents and incidents, and controllers’ preferences are used again here to determine what information is needed and what part of this information is supposed to be provided by the automated tool.  Also, it is important that the information essential for the controller to do his/her task be available in a secondary form in case the automation goes down and the controllers need to take over full control.   The result of this analysis should then be traced to the requirements of both MTCD (what should MTCD be able to give to the HMI?) and HMI (what should the HMI be able to give to the controller?). As far as workload is concerned, the human-centered requirements pertain to the form in which this information is given, the level of detail/abstraction for instance.  

For example, the following requirements on the HMI features related to MTCD may be deduced from the analyses presented above:

HMI-R03: HMI shall provide an indication of the identification number, position, altitude and heading of the aircraft in a conflict.  Indications of speed, aircraft type and size, and trajectory shall be available upon request by the operator.

Rationale: This requirement is based on studies presented in [Eur00a] confirming that only a subset of the aircraft characteristics is needed by the controller for situation awareness and conflict detection.

HMI-R09: HMI shall provide an indication of the time to loss of separation, with a listing of conflicts by chronological order.

Rationale: It has been shown that the controllers deal with conflicts by chronological order and seldom think about severity levels.
5 Level2: System Design Principles

Using the system requirements and design constraints as well as the other information that has been generated to this point, a system design (or alternative system designs) is generated and tasks are allocated to the system components (including the operators) to satisfy the requirements, task allocation principles, and operational goals.  Note that this process will involve several iterations as the results of analysis, experi-mentation, review, etc. become available.  

More precisely, the results of the analyses made in Level 1 are traced down in Level 2 into an operator or user task specification and user interface design principles.  The system design principles are iteratively derived from the Level 1 requirements and the Level 2 user task specifications.  Simulations, experiments, engineering analyses, and other verification and validation procedures are used.  The findings are then used to refine and improve the automation and the HMI designs and the operators’ tasks and procedures, eventually allowing the development of a complete user manual.  As in Level 1, operator input is an essential part of the process.  It is also very important for the designers to go through a process of “enculturation” in order to acquire an instinctive understanding of the culture and recognition of the importance of the context [Jac99].

Because the automation is being introduced into an existing system, it is important to define the new tasks or procedures based on the old ones to ensure a smooth and safe transition.  We start by performing a task analysis on the existing system, determining the tasks or actions that will be affected by the new tool, and deduce some principles for the definition of the new tasks and procedures.  A simple, hierarchical task analysis was performed for the European Air Traffic Control system, with a particular focus on conflict detection and coordination/communication tasks in on-route sectors, since these are the most relevant tasks for MTCD.  Only the nominal behavior of an expert operator was described.  Following is an example of the task analysis performed for the PC in the current system:

FUNCTION A: Monitor/Detect possible conflicts

TASK A1: Gather information on the traffic 

TASK A1.1: Read flight strips/stripping display

ACTION A1.1a: Read A/C call sign

ACTION A1.1b: Read time to waypoint

ACTION A1.1c: Read flight level on waypoint

TASK A1.2: Read traffic display

ACTION A1.2a: Locate A/C on display

[TASK A1.2.1: Read A/C label]

TASK A1.3: Read TV channel

ACTION A1.3a: Locate restricted airspaces

TASK A1.3.1: Review weather conditions 

ACTION A1.3.1a: Read meteorology information on display



ACTION A1.3.1b: Review mental model

ACTION A1a: Associate information from strips, traffic display, and TV display

TASK A1.4: Determine if there are any possible conflicts




[…]

FUNCTION B: Assess of the need for intervention

Obviously, most of these tasks will be affected by the introduction of the new tools.  At this point, it is essential to carefully define the principles underlying the future task definition using the previous task analysis, the automation’s requirements and design principles, human factors considerations, hazard analysis, and an understanding of the schemes of human errors.  This definition of the task principles should be performed in parallel and iteratively with the definition of the human interface design principles, the definition of the automation design principles, and the refinement of the hazard analysis. 

In order to identify a set of acceptable human task principles and system and HMI design principles, a series of simulations, experiments, engineering analyses, and other verification and validation (V&V) procedures is needed.  This observation implies a strong involvement of the operators as well as the engineers.  An incremental development starting from the current system is preferred in order to explore larger parts of the design space and avoid introducing artificial design constraints.  This process is currently used for the HMI design at Eurocontrol, though the simulations are not used to define the design principles for the tool itself.  The experimental approach at the Eurocontrol Experimental Center is called “Incre-mental Evaluation and Development Approach”, in which prototypes are evaluated then improved.  Obviously, this assumes that several design decisions have been made prior to the simulations and experiments.  Ideally, however, the simulation would start earlier to simply assess the different design options individually. This process is nonetheless very costly, and in some cases a very simplified simulation or a survey of the end users’ opinions is preferred.

This problem can be solved by using a blackbox model of the automation as a prototype that can be run on actual HMIs (see Level 3 below).  Our blackbox models are indeed all formal and executable, and do not need any physical implementation.  Those models are constructed in the third level of our methodology, but because Intent Specifications abstract on intent rather than chronology, they are relevant in Level 2 as well.  Thus, one would conceive a preliminary design for the automation and the HMI, and a set of controller tasks, then build the appropriate blackbox model of the automation and execute it with the HMI.  The results of the simulation are then used to review the automation and the HMI design, and the controller’s tasks and procedures.  

The actual goals of the simulations and experiments may be defined as follows for each configuration of the system
 [KED97]: 

1) Determine the adequacy of the controllers’ workload and performance, 

2) Understand the user-acceptance of the configuration, 

3) Investigate error potential, and 

4) Evaluate the usability of the system.  

In order to achieve these goals, different analyses can be undertaken.  These may include:

1) Workload analysis (e.g. the Instantaneous Self Assessment (ISA) technique, the PUMA method and toolset [Hoo96] or Eurocontrol’s methodology for predicting performance and workload [Eur99]).  Human factors experts should be responsible for selecting the most adequate technique for the considered simulation or experiment; 

2) Performance assessment [Jor97], 

3) Subjective questionnaires, interviews, or debriefings.  The content of these forms/interviews should be determined very carefully to reflect the desirable properties of the system.  An example of a questionnaire used for one of Eurocontrol’s simulations at the EEC can be found in [Eur00b]; 

4) Real-time tests to assess situation awareness and automation trust or mistrust.

The experiments and simulations described in this section have not yet been performed for MTCD.

6 Level 3: Blackbox Behavior

The next step in the process involves validating the system design and requirements and performing any trade studies that may be required to select from among a set of design alternatives.  This validation is accom-plished using a formal specification language called SpecTRM-RL [LR98].  Using SpecTRM-RL, designers build formal blackbox models of the required component behavior and operator tasks.  An executable task modeling language has also been defined that is based on the same underlying formal model as that used for the automation modeling (see description below).


In this paper, we focus on the operator task analysis and show how the operator tasks are modeled using our state-machine language.  We also show how this model can be formally analyzed and executed with the speci-fication of the automation behavior simultaneously.  Using a combination of simulation and formal analysis, the combined operator task model and blackbox automation behavior models can be evaluated for potential problems, such as task overload and automation design features that could lead to operator mode confusion [RZK00].  

The analysis performed at this stage of system design and development is not meant to replace standard simulator analysis, but rather to augment it.  The formal analysis and automated execution of specifications focus on safety, rather than usability.  Formal analysis is indeed better able to handle safety while usability is better tested in simulators.  The analysis can also assist in designing the simulator scenarios needed to evaluate safety in the more standard simulator testing.  Because our models are executable, they can themselves be used in the simulators or used to automatically generate code for the simulators, as mentioned in the previous section.  Simulators for the environment will, however, still need to be handwritten.
Brown and Leveson proposed an executable task modeling language based on an underlying formal model using state machines [BL98].  The components of this modeling language are shown in Figure 3.  

The steps required to complete a task are represented by states (square box). A transition (arrow from one state to the next) is defined as the process of changing from one state to the next.  Conditions that trigger 

transitions are called events (text above the transition), and an action (text with gray shade beneath the transition) describes a result or output associated with the transition.  A communication point links different models together.  It is represented by a round box with an arrow attached to it indicating the direction of the communication.  The destination of the communication point is indicated at the end of the arrow, and the means of communication is noted under the round box.  In our case, the human task models communicate their outputs (or actions) via communication points to the system model and to each other.  In this way we can model human-computer interaction.  The models are limited to the expected controller behavior as defined in the operational procedures.  Deviation analyses are then performed to account for other controller behaviors.  In the model, the normative actions are seen on the main horizontal axis of each controller’s task model, whereas non-normative behaviors diverge from that main axis.

A user model and a task model were constructed for MTCD using the results of several simulations and experiment performed at the Eurocontrol Experimental Center and direct inputs from an Air Traffic Controller.  The models are shown in Figure 4.  They reflect not only the role of MTCD in the conflict detection process, but also the working method that the controllers will adopt when using MTCD.  It is clear, for instance, that communication will still be the most important factor in the controller’s tasks after the introduction of MTCD.  

Once the user and task models have been built, several analyses can be performed to determine the safety, usability and performance of the system.  The analysis techniques include the execution of the models, the use of animation and visualization tools that can be linked to the SpecTRM-RL model, the use of several safety analysis tools, or simple reviews by human factors, aviation and air traffic control experts.  These analyses will be applied to our MTCD blackbox model in the coming months.
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As discussed before, our blackbox models are amenable to several types of analyses.  Completeness and consistency analyses identify inconsistencies in the procedures or in the specification, or conditions not accounted for in the procedural and automation specifications [HL96, Lev00b].  Deviation Analysis provides a way to evaluate the specification for robustness against incorrect inputs, allowing the designer for instance to account for unexpected behaviors of the controllers [RL87].  This analysis is particularly important, as human behaviors are situation dependent and can change over time.  Hazard Analysis starts from a hazardous state and works backward to determine if and how that state could be reached.  If the analyses reveal the existence of a hazardous feature in the design, the designers can change the specification as the evaluation proceeds.

The human task models, together with the automation models, can also be used to detect features of the system that can lead to mode confusion and other human errors [RZK00].  Six automation design categories have been identified as leading to mode confusion, based on accidents and simulator studies [LP97]: ambiguous interface modes, inconsistent automation behavior, indirect mode changes, operator authority limits, unintended side effects, and lack of appropriate feedback.  Analysis procedures are being developed to detect these features in SpecTRM-RL models.  Identifying a design feature that could lead to mode confusion does not mean that the software has to be modified.  The analysis only provides clues for the designers to determine where to look for potential problems.  The designers decide then how to deal with the issue without sacrificing the benefits of the automation.   

7 Conclusion and Future Work

We have outlined a user-centered, safety driven approach to system design and described an application of the approach on a new ATC tool.  We are further developing the individual parts of the process and building procedures and tools to assist the designer.  For example, designers need more structure and assistance in going from the requirements and the design principles derived in the process to a specific system design.
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Figure 4 User and Task Models for MTCD
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Figure 3 Components of the Task Modeling Language




















� A configuration includes a set of automation and HMI design principles and a set of human tasks
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