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1.0 Introduction 

Safety is an emergent, system property that can only be approached from a systems perspective.  Some aspects of safety can be observed at the level of the particular components or operations, and substantial attention and effort is usually devoted to the reliability of these elements, including elaborate degrees of redundancy.  However, the overall safety of a system also includes issues at the interfaces of particular components or operations that are not easily observable if approached in a compartmentalized way.  Similarly, system safety requires attention to dynamics such as drift in focus, erosion of authority, desensitization to dangerous circumstances, incomplete diffusion of innovation, cascading failures, and other dynamics that are primarily visible and addressable over time, and at a systems level.

This paper has three goals.  First, we seek to summarize the development of System Safety as an independent field of study and place it in the context of Engineering Systems as an emerging field of study.  The argument is that System Safety has emerged in parallel with Engineering Systems as a field and that the two should be explicitly joined together.  For this goal, we approach the paper as surveyors of new land, placing markers to define the territory so that we and others can build here. 

Second, we will illustrate the principles of System Safety by taking a close look at the two space shuttle disasters and other critical incidents at NASA that are illustrative of safety problems that cannot be understood with a decompositional, compartmentalized approach to safety.  While such events are rare and are, in themselves, special cases, investigations into such disasters typically open a window into aspects of the daily operations of an organization that would otherwise not be visible.  In this sense, these events help to make the systems nature of safety visible. 

Third, we seek to advance understanding of the interdependence between social and technical systems when it comes to system safety.  Public reports following both shuttle disasters pointed to what were termed organizational and safety culture issues, but more work is needed if leaders at NASA or other organizations are to be able to effectively address these issues.  We offer a framework for systematically taking into account social systems in the context of complex, engineered technical systems.  Our aim is to present ways to address social systems that can be integrated with the technical work that engineers and others do in an organization such as NASA.  Without a nuanced appreciation of what engineers know and how they know it, paired with a comprehensive and nuanced treatment of social systems, it is impossible to expect that they will incorporate a systems perspective in their work.

Our approach contrasts with a focus on the reliability of systems components, which are typically viewed in a more disaggregated way.  During design and development, the Systems Safety approach surfaces questions about hazards and scenarios at a system level that might not otherwise be seen.  Following incidents or near misses, System Safety seeks root causes and systems implications, rather than just dealing with symptoms and quick-fix responses.  Systems Safety is an exemplar of the Engineering Systems approach, providing a tangible application that has importance across many sectors of the economy.

2.0 System Safety – An Historical Perspective

While clearly engineers have been concerned about the safety of their products for a long time, the development of System Safety as a separate engineering discipline began after World War II.
 It resulted from the same factors that drove the development of System Engineering, that is, the increasing complexity of the systems being built overwhelmed traditional engineering approaches.

Some aircraft engineers started to argue at that time that safety must be designed and built into aircraft just as are performance, stability, and structural integrity.

 Seminars were conducted by the Flight Safety Foundation, headed by Jerome Lederer (who would later create a system safety program for the Apollo project) that brought together engineering, operations, and management personnel. Around that time, the Air Force began holding symposiums that fostered a professional approach to safety in propulsion, electrical, flight control, and other aircraft subsystems, but they did not at that time treat safety as a system problem.  

System Safety first became recognized as a unique discipline in the Air Force programs of the 1950s to build intercontinental ballistic missiles (ICBMs). These missiles blew up frequently and with devastating results. On the first programs, safety was not identified and assigned as a specific responsibility.  Instead, as was usual at the time, every designer, manager, and engineer had responsibility for ensuring safety in the system design.

These projects, however, involved advanced technology and much greater complexity than had previously been attempted, and the drawbacks of the then standard approach to safety became clear when many interface problems went unnoticed until it was too late. Investigations after several serious accidents in the Atlas program led to the development and adoption of a System Safety approach that replaced the alternatives—"fly-fix-fly" and “reliability engineering.”

In the traditional aircraft fly-fix-fly approach, investigations are conducted to reconstruct the causes of accidents, action is taken to prevent or minimize the recurrence of accidents with the same cause, and eventually these preventive actions are incorporated into standards, codes of practice, and regulations.  Although the fly-fix-fly approach is effective in reducing the repetition of accidents with identical causes in systems where standard designs and technology are changing very slowly, it is not appropriate in new designs incorporating the latest technology and in which accidents are too costly to use for learning. It became clear that for these systems it was necessary to try to prevent accidents before they occur the first time.

Another common alternative to accident prevention at that time (and now in many industries) is to prevent failures of individual components by increasing their integrity and by the use of redundancy and other fault tolerance approaches.  Increasing component reliability, however, does not prevent accidents in complex systems where the problems arise in the interfaces between operating (non-failed) components.

System Safety, in contrast to these other approaches, has as its primary concern the identification, evaluation, elimination, and control of hazards throughout the lifetime of a system. Safety is treated as an emergent system property and hazards are defined as system states (not component failures) that, together with particular environmental conditions, could lead to an accident. Hazards may result from component failures but they may also result from other causes.  One of the principle responsibilities of System Safety engineers is to evaluate the interfaces between the system components and to determine the impact of component interaction— where the set of components includes humans, hardware, and software, along with the environment— on potentially hazardous system states. This process is called System Hazard Analysis.

System Safety activities start in the earliest concept formation stages of a project and continue through design, production, testing, operational use, and disposal. One aspect that distinguishes System Safety from other approaches to safety is its primary emphasis on the early identification and classification of hazards so that action can be taken to eliminate or minimize these hazards before final design decisions are made. Key activities (as defined by System Safety standards such as MIL-STD-882) include top-down system hazard analyses (starting in the early concept design stage and continuing through the life of the system); documenting and tracking hazards and their resolution (i.e., establishing audit trails); designing to eliminate or control hazards and minimize damage; maintaining safety information systems and documentation; and establishing reporting and information channels.

One unique feature of System Safety, as conceived by its founders, is that preventing accidents and losses requires extending the traditional boundaries of engineering. In 1968, Jerome Lederer, then the director of the NASA Manned Flight Safety Program for Apollo wrote:

System safety covers the total spectrum of risk management.  It goes beyond the hardware and associated procedures of system safety engineering. It involves: attitudes and motivation of designers and production people, employee/management rapport, the relation of industrial associations among themselves and with government, human factors in supervision and quality control, documentation on the interfaces of industrial and public safety with design and operations, the interest and attitudes of top management, the effects of the legal system on accident investigations and exchange of information, the certification of critical workers, political considerations, resources, public sentiment and many other non-technical but vital influences on the attainment of an acceptable level of risk control. These non-technical aspects of system safety cannot be ignored.

3.0 System Safety in the Context of Engineering Systems

During the same decades that System Safety was emerging as an independent field of study, the field of Engineering Systems was emerging in a parallel process.   In the case of Engineering Systems, its codification into a distinct field is not yet complete.
  Though the two have emerged independently on separate trajectories, there is now great value in placing System Safety in the larger context of Engineering Systems.

Engineering Systems brings together many long-standing and important domains of scholarship and practice.
  As a field, Engineering Systems bridges across traditional engineering and management disciplines in order to constructively address challenges in the architecture, implementation, operation, and sustainment of complex engineered systems.
  From an Engineering Systems perspective, the tools and methods for understanding and addressing systems properties become core conceptual building blocks.  In addition to safety, which is the central focus of this paper, this includes attention to systems properties such as complexity, uncertainty, stability, sustainability, robustness and others – as well as their relationships to one another.
  Scholars and practitioners come to the field of Engineering Systems with a broad range of analytic approaches, spanning operations management, systems dynamics, complexity science, and, of course, the domain known as systems engineering (which was pioneered in significant degree by the Air Force to enable project management during the development of the early ICBS systems, particularly Minuteman).  

A defining characteristic of the Engineering Systems perspective involves simultaneous consideration of social and technical systems, as well as new perspectives on what are typically seen as external, contextual systems.  Classical engineering approaches might be focused on a reductionist approach to machines, methods and materials – with people generally seen as additional component parts and contextual factors viewed as “given.”  By contrast, the focus here is not just on technical components, but also on their interactions and operation as a whole.  

When it comes to the social systems in a complex engineered system, the field of Engineering Systems calls for examination in relation to the technical aspects of these systems.  This includes both a nuanced and comprehensive treatment of all aspects of social systems, including social structures and sub-systems, social interaction processes, and individual factors such as capability and motivation.  Similarly, contextual elements, such as physical/natural systems, economic systems, political/regulatory systems, and other societal systems that are often treated as exogenous are instead treated as highly interdependent aspects of complex engineered systems.

Thus, System Safety is both illustrative of the principles of Engineering Systems and appropriately considered an essential part of this larger, emerging field.  In examining the issues of NASA’s organizational and safety culture in the context of the two space shuttle tragedies and other critical incidents, we will draw on the principles of System Safety and Engineering Systems.  This will involve a more comprehensive look at the organizational and cultural factors highlighted in the two accident reports.  In taking this more comprehensive approach, the challenge will be for the problems to still be tractable and for the results to be useful – indeed, more useful than other, simpler alternatives.  

4.0 A Framework to Examine Social Systems  

In its August 2003 report on the most recent Space Shuttle tragedy, the Columbia Accident Investigation Board (CAIB) observed:  “The foam debris hit was not the single cause of the Columbia accident, just as the failure of the joint seal that permitted O-ring erosion was not the single cause of Challenger.  Both Columbia and Challenger were lost also because of the failure of NASA’s organizational system.”
   Indeed, perhaps the most important finding of the report was the insistence that NASA go beyond analysis of the immediate incident to address the “political, budgetary and policy decisions” that impacted the Space Shuttle Program’s “structure, culture, and safety system,” which was, ultimately, responsible for flawed decision-making.
  

Concepts such as organizational structure, culture and systems are multi-dimensional, resting on vast literatures and domains of professional practice.  To its credit, the report of the Columbia Accident Investigation Board called for a systematic and careful examination of these core, causal factors.  It is in this spirit that we will take a close look at the full range of social systems relevant to effective safety systems, including:

· Organizational Structure

· Organizational Sub-Systems

· Social Interaction Processes

· Capability and Motivation

· Culture, Vision and Strategy

Each of the above categories encompasses many separate areas of scholarship and many distinct areas of professional practice.  Our goal is to simultaneously be true to literature in each of these domains and the complexity associated with each, while, at the same time, tracing the links to system safety in ways that are clear, practical, and likely to have an impact.  We will begin by defining these terms in the NASA context.

First, consider the formal organizational structure.  This includes formal ongoing safety groups such as the HQ System Safety Office and the Safety and Mission Assurance offices at the NASA centers, as well as formal ad hoc groups, such as the Columbia Accident Investigation Board (CAIB) and other accident investigation groups.  It also includes the formal safety roles and responsibilities that reside within the roles of executives, managers, engineers, union leaders, and others.  This formal structure has to be understood not as a static organizational chart, but a dynamic, constantly evolving set of formal relationships.  

Second, there are many organizational sub-systems with safety implications, including:  communications systems, information systems, reward and reinforcement systems, selection and retention systems, learning and feedback systems, and complaint and conflict resolution systems.  In the context of safety, we are interested in the formal and informal channels for communications, as well as the supporting information systems tracking lessons learned, problem reports, hazards, safety metrics, etc. and providing data relevant to root cause analysis.  There are also key issues around the reward and reinforcement systems—both in the ways they support attention to system safety and in the ways that they do not create conflicting incentives, such as rewards for schedule performance that risk compromising safety.  Selection and retention systems are relevant regarding the skill sets and mindsets that are emphasized in hiring, as well as the knowledge and skills that are lost through retirements and other forms of turnover.  Learning and feedback systems are central to the development and sustainment of safety knowledge and capability, while complaint and conflict resolution systems provide an essential feedback loop (including support for periodic whistle-blower situations).

Third, there are many relevant social interaction processes, including:  leadership, negotiations, problem-solving, decision-making, teamwork, and partnership.  Here the focus is on the leadership shown at every level on safety matters, as well as the negotiation dynamics that have implications for safety (including formal collective bargaining and supplier/contractor negotiations and the many informal negotiations that have implications for safety).  Problem solving around safety incidents and near misses is a core interaction process, particularly with respect to probing that gets to root causes.  Decision-making and partnership interactions represent the ways in which multiple stakeholders interact and take action.

Fourth, there are many behavioral elements, including individual knowledge, skills and ability; various group dynamics; and many psychological factors including fear, satisfaction and commitment that impact safety. For example, with the outsourcing of certain work, retirements and other factors, we would be concerned about the implications for safety knowledge, skills and capabilities.  Similarly, for contractors working with civilian and military employees—and with various overlays of differing seniority and other factors—complex group dynamics can be anticipated.  As well, schedule and other pressures associated with shifting to the “faster, better, cheaper” approach have complex implications regarding motivation and commitment.  Importantly, this does not suggest that changing from “faster, better, cheaper” to another mantra will “solve” such complex problems.  That particular formulation emerged in response to a changing environmental context involving reduced public enthusiasm for space exploration, growing international competition, maturing of many technical designs, and numerous other factors that continue to be relevant.

Finally, culture itself can be understood as multi-layered, including what Schein terms surface-level cultural artifacts, mid-level rules and procedures and deep, underlying cultural assumptions.  In this respect, there is evidence of core assumptions in the NASA culture that treat safety in a piecemeal, rather than a systemic way.  For example, the CAIB report notes that there is no one office or person responsible for developing an integrated risk assessment above the subsystem level that would provide a comprehensive picture of total program risks. In addition to culture, there are the related matters of vision and strategy.  While visions are often articulated by leaders, there is great variance in the degree to which these are shared visions among all key stakeholder groups.  Similarly, while strategies are articulated at many levels, the movement from intention to application is never simple.  Consider a strategy such as lean enterprise transformation.  All of the social systems elements must be combined together in service of this strategy, which can never happen all at once.  In this respect, both the operational strategy and the change strategy are involved.

Technical leaders should have at least a basic level of literacy in each of these domains in order to understand how they function together as social systems that are interdependent with technical systems.  In presenting this analysis, we should note that we do not assume that NASA has just one organizational culture or that it can always be treated as a single organization.  Where appropriate, we will note the various ways that patterns diverge across NASA, as well as the cases where there are overarching implications.   While the focus is on the particular case of NASA, this paper can also serve as a more general primer on social systems in the context of complex, engineering systems.

In providing a systematic review of social systems, we have organized the paper around the separate elements of these systems.  This decompositional approach is necessary to present the many dimensions of social systems.  In our examples and analysis, however, we will necessarily attend to the inter-woven nature of these elements.  For this reason, we do not have a separate section on “Culture, Vision and Strategy” (the last item in the framework presented above).  Instead these issues are woven throughout the other four sections that follow.  For example, in the discussion of safety information systems, we also take into account issues of culture, leadership, and other aspects of social systems.  A full presentation of the separate elements of social systems in the context of complex engineered systems is included in the appendix to this paper.  Presentation of the many interdependencies among these elements is beyond the scope of the paper, but this chart in the appendix provides what we hope is a useful overview of the elements in this domain.

5.0 Organizational Structure: 

The organizational structure includes the formal organizational chart, various operating structures (such as integrated product and process design teams), various formal and informal networks, institutional arrangements, and other elements.  As organizational change experts have long known, structure drives behavior—so this is an appropriate place to begin.

The CAIB report noted the Manned Space Flight program had confused lines of authority, responsibility, and accountability in a “manner that almost defies explanation.”  It concluded that the current organizational structure was a strong contributor to the negative safety culture, and that structural changes are necessary to reverse these factors.  In particular, the CAIB report recommended that NASA establish an independent Technical Engineering Authority responsible for technical requirements and all waivers to them.  Such a group would be responsible for bringing a disciplined, systematic approach to identifying, analyzing, and controlling hazards through the life cycle of the Shuttle system.  While the goal of an independent authority is a good one, careful consideration is needed for how to accomplish the goal successfully.

When determining the most appropriate placement for safety activities within the organizational structure, some basic principles should be kept in mind, including: 

(1) System Safety needs a direct link to decision makers and influence on decision making

(2) System Safety needs to have independence from project management (but not engineering)

(3) Direct communication channels are needed to most parts of the organization  

These structural principles serve to ensure that System Safety is in a position where it can obtain information directly from a wide variety of sources so that information is received in a timely manner and without filtering by groups with potential conflicting interests.   The safety activities also must have focus and coordination.  Although safety issues permeate every part of the development and operation of a complex system, a common methodology and approach will strengthen the individual disciplines.  Communication is also important because safety motivated changes in one subsystem may affect other subsystems and the system as a whole.  Finally, it is important that System Safety efforts do not end up fragmented and uncoordinated.  While one could argue that safety staff support should be integrated into one unit rather than scattered in several places, an equally valid argument could be made for the advantages of distribution. If the effort is distributed, however, a clear focus and coordinating body are needed.  We believe that centralization of system safety in a quality assurance organization (matrixed to other parts of the organization) that is neither fully independent nor sufficiently influential has been a major factor in the decline of the safety culture at NASA.  

A skillful distribution of safety functions has the potential to provide a stronger foundation, but this cannot just be a reactive decentralization.  The organizational restructuring activities required to transform the NASA safety culture will need to attend to each of the basic principles listed above:  influence and prestige, independence, and oversight.

5.1 Influence and Prestige of Safety Function:  In designing a reorganization of safety at NASA, it is important to first recognize that there are many aspects of system safety and that putting them all into one organization, which is the current structure, is contributing to the dysfunctionalities and the negative aspects of the safety culture.  As noted in the earlier Lederer quote about the NASA Manned Space Safety Program during Apollo, safety concerns span the life cycle and safety should be involved in just about every aspect of development and operations.  The CAIB report noted that they had expected to see safety deeply engaged at every level of Shuttle management, but that was not the case.  “Safety and mission assurance personnel have been eliminated, careers in safety have lost organizational prestige, and the Program now decides on its own how much safety and engineering oversight it needs.”
  Losing prestige has created a vicious circle of lowered prestige leading to stigma, which limits influence and leads to further lowered prestige and influence.  The CAIB report is not alone here.  The SIAT report
 also sounded a warning about the quality of NASA’s Safety and Mission Assurance (S&MA) efforts.  

In fact, safety concerns are an integral part of most engineering activities.  The NASA matrix structure assigns safety to an assurance organization (S&MA).  One core aspect of any matrix structure is that it only functions effectively if the full tension associated with the matrix is maintained.  Once one side of the matrix deteriorates to a “dotted line” relationship, it is no longer a matrix—it is just a set of shadow lines on a functionally driven hierarchy.  This is exactly what has happened with respect to providing “safety services” to engineering and operations.  Over time, this has created a misalignment of goals and inadequate application of safety in many areas.   

During the Cold War, when NASA and other parts of the aerospace industry operated under the mantra of “higher, faster, further,” a matrix relationship between the safety functions, engineering, and line operations operated in service of the larger vision.  The post-Cold War period, with the new mantra of “faster, better, cheaper,” has created new stresses and strains on this formal matrix structure and requires a shift from the classical strict hierarchical, matrix organization to a more flexible and responsive networked structure with distributed safety responsibility.

Putting all of the safety engineering activities into the quality assurance organization with a weak matrix structure that provides safety expertise to the projects has set up the expectation that system safety is an after-the-fact or auditing activity only.  In fact, the most important aspects of system safety involve core engineering activities such as building safety into the basic design and proactively eliminating or mitigating hazards. By treating safety as an assurance activity only, safety concerns are guaranteed to come too late in the process to have an impact on the critical design decisions.  This gets at a core operating principle that guides System Safety, which is an emphasis on “prevention” rather than on auditing and inspection.

Beyond associating safety only with assurance, placing it in an assurance group has had a negative impact on its stature and thus influence. Assurance groups in NASA do not have the prestige necessary to have the influence on decision making that safety requires, as can be seen in both the Challenger and Columbia accidents where the safety engineers were silent and not invited to be part of the critical decision making groups and meetings (in the case of Challenger) and a silent and non-influential part of the equivalent Columbia meetings and decision making. 

5.2 Independence of Safety Function:  Ironically, organizational changes made after the Challenger accident in order to increase independence of safety activities has had the opposite result. The project manager now decides how much safety is to be “purchased” from this separate function.  Therefore, as noted in the CAIB report, the very livelihoods of the safety experts hired to oversee the project management depend on satisfying this “customer.” Boards and panels that were originally set up as independent safety reviews and alternative reporting channels between levels have, over time, been effectively taken over by the Project Office. 

As an example, the Shuttle SSRP (originally called the Senior Safety Review Board and now known as the System Safety Review Panel) was established in 1981 to review the status of hazard resolutions, review technical data associated with new hazards, and review the technical rationale for hazard closures.  The office of responsibility was SR&QA (Safety, Reliability, and Quality Assurance) and the membership (and chair) were from the safety organizations.  

In time, the Space Shuttle Program asked to have some people support this effort on an advisory basis.  This evolved to having program people serve on the function.  Eventually, program people began to take leadership roles.  By 2000, the office of responsibility had completely shifted from SR&QA to the Space Shuttle Program.  The membership included representatives from all the program elements and outnumbered the safety engineers, the chair had changed from the JSC Safety Manager to a member of the Shuttle Program office (violating a NASA-wide requirement for chairs of such boards), and limits were placed on the purview of the panel.  Basically, what had been created originally as an independent safety review lost its independence and became simply an additional program review panel with added limitations on the things it could review (for example, the reviews were limited to out-of-family issues, thus effectively omitting those, like the foam, that were labeled as in-family).   

One important insight from the European systems engineering community is that this type of migration of an organization toward states of heightened risk is a very common precursor to major accidents.
  Small decisions are made that do not appear by themselves to be unsafe, but together they set the stage for the loss.  The challenge is to develop the early warning systems—the proverbial canary in the coal mine—that will signal this sort of incremental drift.

The CAIB report recommends the establishment of an Independent Technical Authority, but there needs to be more than one type and level of independent authority in an organization.  For example, there should be an independent technical authority within the program but independent from the Program Manager and his/her concerns with budget and schedule.  There also needs to be an independent technical authority outside the programs to provide organization-wide oversight and maintain standards.  

Independent technical authorities within NASA programs existed in the past but their independence over time was usurped by the project managers. For example, consider MSFC (Marshall Space Flight Center).
  During the 1960’s moon rocket development, MSFC had a vast and powerful in-house research, design, development, and manufacturing capability. All relevant decisions were made by Engineering, including detailed contractor oversight and contractor decision acceptance. Because money was not a problem, the project manager was more or less a budget administrator and Engineering was the technical authority. 

During the 1970’s Shuttle development, MSFC Engineering was still very involved in the projects and had strong and sizable engineering capability.  Quality and safety were part of Engineering. The project manager delegated technical decision making to Engineering, but retained final decision authority, especially for decisions affecting budget and schedule.  Normally the project managers did not override a major engineering decision without consultation and the concurrence of the Center Director. However, some technical decisions were made by the projects due to schedule pressure and based on fiscal constraints or lack of money, sometimes at the expense of increased risk and sometimes over the objections of Engineering. 

In the period of initial return to flight after Challenger, the SSME chief engineer reported to the Director of Engineering with a dotted line to the project manager.  While the chief engineer was delegated full technical authority by the project manager, the project manager was legally the final approval authority and any disagreement was brought before upper management or the Center Director for resolution.  The policy was that all civil service engineering disciplines had to concur in a decision.  

Following the post-Challenger return to flight period, the chief engineer was co-located with the project manager’s office and also reported to the project manager.  Some independence of the chief engineer was lost in the shift and some technical functions the chief engineer had previously exercised were delegated to the contractors.  More responsibility and final authority was shifted away from civil service and to the contractor, effectively reducing many of the safeguards on erroneous decision-making.   We should note that such shifts were in the context of a larger push for the re-engineering of government operations in which ostensible efficiency gains were achieved through the increased use of outside contractors.  The logic driving this push for efficiency did not have sufficient checks and balances in order to ensure the role of System Safety in such shifts.

Independent technical authority and review is also needed outside the projects and programs.  For example, authority for tailoring or relaxing of safety standards should not rest with the project manager or even the program.  The amount and type of safety applied on a program should be a decision that is also made outside of the project. In addition, there needs to be an external safety review process. The Navy, for example, achieves this review partly through a project-independent board called the Weapons System Explosives Safety Review Board (WSESRB) and an affiliated Software Systems Safety Technical Review Board (SSSTRB).  WSESRB and SSSTRB assure the incorporation of explosives safety criteria in all weapon systems by reviews conducted throughout all the system’s life cycle phases. Similarly, a Navy Safety Study Group is responsible for the study and evaluation of all Navy nuclear weapon systems.  An important feature of these groups is that they are separate from the programs and thus allow an independent evaluation and certification of safety 

5.3 Safety Oversight:  As contracting of Shuttle engineering has increased, safety oversight by NASA civil servants has diminished and basic system safety activities have been delegated to contractors.  The CAIB report noted:

Aiming to align its inspection regime with the ISO 9000/9001 protocol, commonly used in industrial environments—environments very different than the Shuttle Program—the Human Space Flight Program shifted from a comprehensive `oversight’ inspection process to a more limited `insight’ process, cutting mandatory inspection points by more than half and leaving even fewer workers to make `second’ or `third’ Shuttle system checks.

According to the CAIB report, the operating assumption that NASA could turn over increased responsibility for Shuttle safety and reduce its direct involvement was based on the mischaracterization in the 1995 Kraft report
 that the Shuttle was a mature and reliable system.  The heightened awareness that characterizes programs still in development (continued “test as you fly”) was replaced with a view that less oversight was necessary—that oversight could be reduced without reducing safety.  In fact, increased reliance on contracting necessitates more effective communication and more extensive safety oversight processes, not less.  

Both the Rogers Commission and the CAIB found serious deficiencies in communication and oversight.  Under the Space Flight Operations Contract (SFOC) with USA, NASA has the responsibility for managing the overall process of ensuring Shuttle safety but does not have the qualified personnel, the processes, nor perhaps even the desire to perform these duties.
 The transfer of responsibilities under SFOC complicated an already complex Shuttle Program structure and created barriers to effective communication.  In addition, years of “workforce reductions and outsourcing culled from NASA’s workforce the layers of experience and hands-on systems knowledge that once provided a capacity for safety oversight.”
  

In military procurement programs, oversight and communication is enhanced through the use of safety working groups.  In establishing any type of oversight process, two extremes must be avoided: “getting into bed” with the project and losing objectivity or backing off too far and losing insight.  Working groups are an effective way of avoiding these extremes.  They assure comprehensive and unified planning and action while allowing for independent review and reporting channels.  Working groups usually operate at different levels of the organization.   

As an example, the Navy Aegis system development was very large and included a System Safety Working Group at the top level chaired by the Navy Principal for Safety with permanent members being the prime contractor system safety engineer and representatives from various Navy offices.  Contractor representatives attended meetings as required.  Members of the group were responsible for coordinating safety efforts within their respective organizations, for reporting the status of outstanding safety issues to the group, and for providing information to the WSESRB.  Working groups also functioned at lower levels, providing the necessary coordination and communication for that level and to the levels above and below.  

Although many of these functions are theoretically handled by the NASA review boards and panels (such as the SSRP, whose demise was described above) and, to a lesser extent, the matrix organization, these groups in the Shuttle program have become captive to the Program manager and program office, and budget cuts have eliminated their ability to perform their duties.  

A surprisingly large percentage of the reports on recent aerospace accidents have implicated improper transitioning from an oversight to insight process.
  This transition implies the use of different levels of feedback control and a change from prescriptive management control to management by objectives, where the objectives are interpreted and satisfied according to the local context. In the cases of these accidents, the change in management role from oversight to insight seems to have been implemented simply as a reduction in personnel and budgets without assuring that anyone was responsible for specific critical tasks.  

As an example, the Mars Climate Orbiter accident report
 says “NASA management of out-of-house missions was changed from ‘oversight’ to ‘insight’—with far fewer resources devoted to contract monitoring.”  In Mars Polar Lander, there was essentially no JPL line management involvement or visibility into the software development and minimal involvement by JPL technical experts.
  Similarly, the MCO report suggests that authority and accountability were a significant issue in the accident and that roles and responsibilities were not clearly allocated.  There was virtually no JPL oversight of Lockheed-Martin Astronautics subsystem development.

NASA is not the only group with this problem.  The Air Force transition from oversight to insight was implicated in the April 30, 1999 loss of a Milstar-3 satellite being launched by a Titan IV/Centaur.
  The Air Force Space and Missile Center Launch Directorate and the 3rd Space Launch Squadron were transitioning from a task oversight to a process insight role.  That transition had not been managed by a detailed plan.  According to the accident report, Air Force responsibilities under the insight concept were not well defined and how to perform those responsibilities had not been communicated to the work force.  There was no master surveillance plan in place to define the tasks for the engineers remaining after the personnel reductions—so the launch personnel used their best engineering judgment to determine which tasks they should perform, which tasks to monitor, and how closely to analyze the data from each task.  This approach, however, did not ensure that anyone was responsible for specific tasks. In particular, on the day of the launch, attitude rates for the vehicle on the launch pad were not properly sensing the earth’s rotation rate, but nobody had the responsibility to monitor that rate data or to check the validity of the roll rate and no reference was provided with which to compare the actual versus reference values.  So when the anomalies occurred during launch preparations that clearly showed a problem existed with the software, nobody had the responsibility or ability to follow up on them.  

.As this analysis of organizational structure suggests, the movement from a relatively low status, centralized function to a more effective, distributed structure and the allocation of responsibility and oversight for safety is not merely a task of redrawing the organizational boxes.  There are a great many details that matter when it comes to redesigning the organizational structure to better drive system safety.  As we will see in section 7.0, these dynamics will be further complicated by what has been termed the “demographic cliff,” which involves massive pending retirements within the NASA organization.  This will further erode from the leadership many of the line managers who do understand system safety by virtue of their many years of experience in the organization.

6.0 Organizational Sub-Systems and Social Interaction Processes

As noted earlier, organizational Sub-Systems include various communications system, information systems, reward and reinforcement systems, selection and retention systems, learning and feedback systems, career development systems, complaint and conflict resolution systems, and other such sub-systems.  Each of these sub-systems is staffed by technical experts who have to simultaneously fulfill three major functions: to deliver services to the programs/line operations, to monitor the programs/line operations to maintain standards (sometimes including legal compliance), and to help facilitate organizational transformation and change.
  In the context of System Safety, each sub-system has an inter-dependent and contributing role.  Furthermore, these roles interact with various Social Interaction Processes, including leadership, teamwork, negotiations, problem solving, decision-making, partnership, entrepreneurship, and other such interaction processes.  As noted, vast literatures exist with respect to each dimension of this interaction process and each is an important domain for professional practice.  We cannot focus in detail on all of these dimensions, but a selective look at a few will illustrate the pivotal role of all of these sub-systems and social interaction processes.  We focus here on safety communication and leadership, and safety information systems and problem solving.  A similar analysis could be done for any of the other communications sub-systems and interaction processes.

6.1 Safety Communication and Leadership.   In an interview shortly after he became Center Director at KSC, Jim Kennedy suggested that the most important cultural issue the Shuttle program faces is establishing a feeling of openness and honesty with all employees where everybody’s voice is valued. Statements during the Columbia accident investigation and anonymous messages posted on the NASA Watch web site document a lack of trust of NASA employees to speak up.  At the same time, a critical observation in the CAIB report focused on the managers’ claims that they did not hear the engineers’ concerns.  The report concluded that this was due in part to the managers not asking or listening. Managers created barriers against dissenting opinions by stating preconceived conclusions based on subjective knowledge and experience rather than on solid data.  In the extreme, they listened to those who told them what they wanted to hear.  Just one indication of the atmosphere existing at that time were statements in the 1995 Kraft report that dismissed concerns about Shuttle safety by labeling those who made them as being partners in an unneeded “safety shield” conspiracy.

Changing such interaction patterns is not easy.
   Management style can be addressed through training, mentoring, and proper selection of people to fill management positions, but trust will take a while to regain. One of our co-authors participated in culture change activities at the Millstone Nuclear Power Plant in 1996 due to a Nuclear Regulatory Commission review concluding there was an unhealthy work environment, which did not tolerate dissenting views and stifled questioning attitudes among employees.
  The problems at Millstone are surprisingly similar to those at NASA and the necessary changes were the same:  Employees needed to feel psychologically safe about reporting concerns and to believe that managers could be trusted to hear their concerns and to take appropriate action while managers had to believe that employees were worth listening to and worthy of respect.  Through extensive new training programs and coaching, individual managers experienced personal transformations in shifting their assumptions and mental models and in learning new skills, including sensitivity to their own and others’ emotions and perceptions.  Managers learned to respond differently to employees who were afraid of reprisals for speaking up and those who simply lacked confidence that management would take effective action.  

There is a growing body of literature on leadership that points to the need for more distributed models of leadership appropriate to the growing importance of network-based organizational structures.
  One intervention technique that is particularly effective in this respect is to have leaders serve as teachers.  Such activities pair leaders with expert trainers to help manage group dynamics, but the training itself is delivered by the program leaders.  The Ford Motor Company used this approach as part of what they termed their Business Leadership Initiative (BLI) and have since extended it as part of their Safety Leadership Initiative (SLI).  They found that employees pay more attention to a message delivered by their boss than by a trainer or safety official.  Also, by learning to teach the materials, supervisors and managers are more likely to absorb and practice the key principles. 

Thus, communications sub-systems cannot be addressed independent of issues around leadership and management style.  Attempting to impose, on a piecemeal basis, a new communications system for safety may increase the ability to pass a safety audit, but it will not genuinely change the way safety communications actually occur in the organization.

6.2 Safety Information Systems and Problem-Solving.  Creating and sustaining a successful safety information system requires a culture that values the sharing of knowledge learned from experience. The ASAP (Aerospace Safety Advisory Panel) in its 2002 annual report
 and in a special report on the state of NASA safety information systems,
 the GAO in a 2002 report on LLIS (Lessons Learned Information System),
 and the CAIB report all found that such a learning culture is not widespread at NASA. Sharing information across centers is sometimes problematic and getting information from the various types of lessons-learned databases situated at different NASA centers and facilities ranges from difficult to impossible. In lieu of such a comprehensive information system, past success and unrealistic risk assessment are being used as the basis for decision-making.  According to the CAIB report, GAO reports, ASAP reports and others (including the Shuttle Independent Assessment Team, or SIAT, report
), NASA’s safety information system is inadequate to meet the requirements for effective risk management and decision making. Necessary data is not collected and what is collected is often filtered and inaccurate; methods are lacking for the analysis and summarization of causal data; and information is not provided to decision makers in a way that is meaningful and useful to them. 

The Space Shuttle Program, for example, has a wealth of data tucked away in multiple databases without a convenient way to integrate the information to assist in management, engineering, and safety decisions.
  As a consequence, learning from previous experience is delayed and fragmentary and use of the information in decision-making is limited. Hazard tracking and safety information systems are important sources for identifying the metrics and data to collect to use as leading indicators of potential safety problems and as feedback on the hazard analysis process. When numerical risk assessment techniques are used, operational experience can provide insight into the accuracy of the models and probabilities used.  In various studies of the DC-10 by McDonnell Douglas, for example, the chance of engine power loss with resulting slat damage during takeoff was estimated to be less than one in a billion flights. However, this highly improbable event occurred four times in the DC-10s in the first few years of operation without raising alarm bells before it led to an accident and changes were made. Even one event should have warned someone that the models used might be incorrect.

Aerospace (and other) accidents have often involved unused reporting systems
. In the Titan/Centaur/Milstar loss discussed earlier
 and in the Mars Climate Orbiter (MCO) accident,
 for example, there was evidence that a problem existed before the losses occurred, but there was no communication channel established for getting the information to those who could understand it and to those making decisions or, alternatively, the problem-reporting channel was ineffective in some way or was simply unused. 

The MCO accident report states that project leadership did not instill the necessary sense of authority and accountability in workers that would have spurred them to broadcast problems they detected so that those problems might be “articulated, interpreted, and elevated to the highest appropriate level, until resolved.” The report also states that “Institutional management must be accountable for ensuring that concerns raised in their own area of responsibility are pursued, adequately addressed, and closed out.” The MCO report concludes that lack of discipline in reporting problems and insufficient follow-up was at the heart of the mission’s navigation mishap. E-mail was used to solve problems rather than the official problem tracking system.  A critical deficiency in Mars Climate Orbiter project management was the lack of discipline in reporting problems and insufficient follow-up. The primary, structured problem-reporting procedure used by the Jet Propulsion Laboratory—the Incident, Surprise, Anomaly process—was not embraced by the whole team.
  The key issue here is not that the formal tracking system was bypassed, but understanding why this took place.  What are the complications or risks for individuals in using the formal system?  What makes the informal e-mail system preferable?

In the Titan/Centaur/Milstar loss, voice mail and e-mail were also used instead of a formal anomaly reporting and tracking system. The report states that there was confusion and uncertainty as to how the roll rate anomalies detected before flight (and eventually leading to loss of the satellite) should be reported, analyzed, documented and tracked.
  In all these accidents, the existing formal anomaly reporting system was bypassed and informal email and voice mail was substituted. The problem is clear but not the cause, which was not included in the reports and perhaps not investigated. When a structured process exists and is not used, there is usually a reason. Some possible explanations may be that the system is difficult or unwieldy to use or it involves too much overhead.  There may also be issues of fear and blame that might be associated with logging certain kinds of entries in such as system.  It may well be that such systems are not changing as new technology changes the way engineers work.

Information systems and other support systems have to first deliver on their functional requirement of providing useful (and utilized) services to the line operations—in this case the program office.  These functions also need to have the independent authority to hold the line operations accountable for certain standards and other compliance requirements.  In these respects, the challenge for the information systems group is exactly parallel to the challenge for the safety function.  Moreover, the two are intertwined as we see here since System Safety depends on the support and use of safety information systems.

7.0 Capability and Motivation

There is a broad range of individual and group aspects of social systems that all link to the concepts of capability and motivation.  These include issues around bias and human judgment; individual knowledge, skills and ability; group/team capability; fear; satisfaction; and commitment.  We focus on three issues here, capability in moving from data to knowledge to action, the impact of relationships on data, and what has been termed the demographic cliff in the NASA workforce.  Much is known about individual psychology and group dynamics in the organizational context, but these aspects of social systems are too often treated incompletely or inappropriately.  There are, of course, many areas of debate within social science, so it is also important for scientists and engineers to be able to engage this literature using constructive, critical thinking.

7.1 Capability to Move from Data to Knowledge to Action.  The NASA Challenger tragedy revealed the difficulties in turning data into information.  At a meeting prior to launch, Morton Thiokol engineers were asked to certify launch worthiness of the shuttle boosters.  Roger Boisjoly insisted that they should not launch under cold-weather conditions because of recurrent problems with O-ring erosion, going so far as to ask for a new specification for temperature.  But his reasoning was based on engineering judgment:  “it is away from goodness.”  A quick look at the available data showed no apparent relationship between temperature and O-ring problems.  Under pressure to make a decision and unable to ground the decision in acceptable quantitative rationale, Morton Thiokol managers approved the launch.

With the benefit of hindsight, a lot of people recognized that real evidence of the dangers of low temperature was at hand, but no one connected the dots.  Two charts had been created, the first plotting O-ring problems by temperature for those shuttle flights with O-ring damage.  This first chart showed no apparent relationship.  A second chart listed the temperature of all flights.  No one had put these two bits of data together; at temperatures above 50 degrees, there had never been any O-ring damage.  This integration is what Roger Boisjoly had been doing intuitively, but had not been able to articulate in the heat of the moment.  

Many analysts have subsequently faulted NASA for missing the implications of the O-ring data.  One sociologist, Diane Vaughan, went so far as to suggest that the risks had become seen as “normal.”
  In fact, the engineers and scientists at NASA were tracking thousands of potential risk factors.  It was not a case that some risks had come to be perceived as normal (a term that Vaughan does not define), but that some factors had come to be seen as an acceptable risk without adequate supporting data. Edwin Tufte, famous for his visual displays of data, analyzed the way the O-ring temperature data were displayed, arguing that they had minimal impact because of their physical appearance.
  While the insights into the display of data are instructive, it is important to recognize that both the Vaughan and the Tufte analyses are easier to do in retrospect.  In the field of cognitive engineering, this common mistake has been labeled  “hindsight bias”
: it is easy to see what is important in hindsight, that is, to separate signal from noise.  It is much more difficult to achieve this goal before the important data has been identified as critical after the accident. Decisions need to be evaluated in the context of the information available at the time the decision is made along with the organizational factors influencing the interpretation of the data and the resulting decisions.

Simple statistical models subsequently fit to the full range of O-ring data showed that the probability of damage was extremely high at the very low flight temperature that day.  However, such models, whether quantitative or intuitive, require extrapolating from existing data to the much colder temperature of that day. The only alternative is to extrapolate through tests of some sort, such as “test to failure” of components.  Thus, Richard Feynman vividly demonstrated that an O-ring dipped in liquid nitrogen was brittle enough to shatter.  But, how do we extrapolate from that demonstration to a question of how O-rings behave in actual flight conditions?

The point of these discussions about data and their analyses is that data do not speak for themselves.  Analysts have to “see” the data as something meaningful.
  Shuttle launches are anything but routine, so that new interpretations of old data or of new data will always be needed.  Nor is it enough to be alerted to the need for careful interpretation.  Even after Challenger “proved” that insightful analysis is needed, the Columbia tragedy showed once again how difficult that is.

When Columbia launched, cameras caught the impact of pieces of insulation hitting the wing, which later proved to be the cause of catastrophic metal failure upon reentry.  Experts debated whether the impact was serious enough to consider finding a way to rescue the astronauts without using Columbia as a reentry vehicle.  Insulation strikes were a common event, and NASA had a statistical model (Crater) to predict damage to the wing as a function of the characteristics of an object hitting the wing.  The model was used to predict the result of the impact of the large piece of foam that was seen hitting the wing. The results actually predicted extensive damage, but they had been shown to be conservative in the past and therefore the fears of significant damage were dismissed. However, Crater had been calibrated and tested only for small pieces of debris, many times smaller than the piece of foam.  In short, using this model to predict the effect of a much larger piece of foam involved extrapolating well outside the database from which the model had been constructed.   Physical data had never been collected to extend the boundaries and usefulness of the model, i.e., the wings had never been tested to destruction with larger and larger pieces of debris.

The cases of the Challenger O-ring and the Columbia foam strike have surprisingly common origins in how we think about data.  In both cases, people looked at what was immediately evident in the available data:  the damaged O-rings of past flights and the Crater model results based on past tests.   In one case (Challenger), the engineers were faulted for not extrapolating conclusions from limited data and in the other (Columbia) for extrapolating too much from limited data. In both cases, quantitative results gave an aura of validity to the data that may have been reassuring, but the intuitions of those questioning the data turned out to be right.

Gareth Morgan, a social anthropologist, defines culture are an on-going, proactive process of reality construction.
 Organizations then are, in essence, socially constructed realities that rest as much in the heads and minds of their members as they do in concrete sets of rules and regulations.  Morgan asserts that organizations are “sustained by belief systems that emphasize the importance of rationality.”  This myth of rationality “helps us to see certain patterns of action as legitimate, credible, and normal, and hence to avoid the wrangling and debate that would arise if we were to recognize the basic uncertainty and ambiguity underlying many of our values and actions.”
 

For both Challenger and Columbia, the decision makers saw their actions as rational.  Understanding and preventing poor decision making under conditions of uncertainty requires providing environments and tools that help to stretch our belief systems and overcome the constraints of our current mental models, i.e., to see patterns that we do not necessarily want to see.  Naturally, hindsight is better than foresight.  Furthermore, if we don’t take risks, we don’t make progress.  The shuttle is an inherently risky aircraft; it is not a commercial airplane.  Yet, we must find ways to keep questioning the data and our analyses in order to identify new risks and new opportunities for learning.  This means that “disconnects” in the learning systems themselves need to be valued.  When we find disconnects in data and learning, they need to be valued as perhaps our only available window into systems that are not functioning as they should—triggering root cause analysis and improvement actions.

7.2 The Impact of Relationships on Data.  Comparison of the findings of the Roger's Commission Report and the Columbia Accident Investigation Board (CAIB) Report inevitably leads to the sense that history was repeating itself. The similarities between details of these two events are sadly remarkable.  While comparisons have been made, it may nevertheless be helpful to look at them through another lens.  The proposed lens involves focusing on the relationship webs.  For example, an examination of the relationships and values of those in charge of budgetary concerns versus those directly involved with operations highlights an intense organizational tension, which was a factor in both tragic accidents.  With that goal in mind, Chart 1 contains a collection of similarities between Challenger and Columbia drawn from the Presidential Commission reports completed for each event. The items are organized into 3 groups. 

Group 1 contains details where the impact of internal tensions between groups within NASA is especially apparent. For example, the Rogers Report registered surprise that there was no testimony that mentioned NASA's safety staff, reliability engineers, or quality assurance staff.  They were not included in critical meetings.  The CAIB report addresses this issue strongly when it says that:

Organizations that successfully operate high-risk technologies have a major characteristic in common: they place a premium on safety and reliability by structuring their programs so that technical and safety engineering organizations own the process of determining, maintaining, and waiving technical requirements with a voice that is equal to yet independent of Program Managers, who are governed by cost, schedule and mission-accomplishment goals.

While it seems extraordinary that these groups did not play key roles in the decision-making process, it illustrates a relationship in which certain groups are no longer considered key to success nor is their work/expertise core to the considerations of others at NASA.  The reasons for this weakened relationship deserve to be more fully investigated.

Group 2 is compiled from events where tensions were created by forces largely external to NASA. For example, the accelerated launch schedule pressures arose as the shuttle project was being pushed by agencies such as the Office of Management and Budget to justify its existence.  This need to justify the expenditure and prove the value of manned space flight has been a major and consistent tension between NASA and other governmental entities.  The more missions the shuttle could fly, the better able the program was to generate funding. Unfortunately the accelerated launch schedule also meant that there was less time to perform required maintenance or do ongoing testing.  The results of these tensions appears to be that budgetary and program survival fears gradually eroded a number of vital procedures as well as supplanted dedicated NASA staff with contractors who had dual loyalties (see Group 3).

Group 3 is compiled from similarities where a combination of internal and external pressures between and within NASA and highly influential groups such as Congress, outside contractors, and suppliers.  For example the Rogers Commission Report on the Challenger Accident states that NASA was expecting a contactor (Thiokal) to prove that it was not safe to launch, rather than that it was safe. It seems counterintuitive to expect that a contractor, whose interests lie in the success of a product, would be prepared to step forward on one particular occasion when the product had performed, albeit with some damage, in multiple previous flights. The pressure to maintain the supplier relationship is very great.  A similar problematic relationship is present on the Columbia product because of the high number of contractors now working at NASA.  It is more difficult to come forward with negative information when you are employed by a firm that could lose its relationship with a prime customer; you also lose the place you have made within that customer organization. This is a situation full of mixed loyalties in which internal as well as external pressures come into play to affect actions.  Analysis of these often intense pressures can provide insights into why gaps occurred in important functions such as information sharing and systems safety. 

The Space Shuttle program culture has been criticized, with many changes recommended.  It has met these criticisms from outside groups with a response rooted in a belief that NASA performs excellently and this excellence is heightened during times of crisis.  Every time an incident occurred that was a narrow escape, it confirmed for many the idea that NASA was a tough, can-do organization with high intact standards that precluded accidents.  It is clear that those standards were not high enough in 1986 and in 2003 and the analysis of those gaps indicates the existence of consistent problems.  It is crucial to the improvement of those standards to acknowledge that the O-ring and the chunk of foam were minor players in a web of complex relationships that triggered disaster.  

Chart 1: Comparison of Key Elements of Challenger and Columbia Accidents

	Group 1 – Key Elements with an Internal Focus

	Detail of Flight
	Challenger
	Columbia

	Critical anomalies occurring during one flight are not identified and addressed appropriately before the next flight
	X
	X

	“The Silent Safety Program”


	X
	X

	Early Design, Process, and Testing Decisions were flawed


	X
	X

	A Repeat of the “We got away with it last time “ scenario


	X
	X

	Communication Problems Cited


	X
	X

	Group 2 – Key Elements with a External Focus

	Detail of Flight
	Challenger
	Columbia

	Accelerating Flight Schedule


	X
	X

	Contractor Interest Issues


	X
	X

	Accelerating Launch Schedule


	X
	X

	Group 3 – Key Elements with both Internal and External Focus

	Detail of Flight
	Challenger
	Columbia

	Delays in launch schedule


	X
	X

	Insufficient analysis of the consequences of relevant conditions


	X
	X

	Flawed/non existent systems safety plan


	X
	X

	Inadequate Response to Earlier Occurrence of Subsequently Catastrophic Event
	X
	X


Capability and the Demographic Cliff:  The challenges around individual capability and motivation are about to face an even greater challenge.  In many NASA facilities there are between twenty and over thirty percent of the workforce who will eligible to retire in the next five years.  This situation, which is also characteristic of other parts of the industry, was referred to as a “demographic cliff” in a white paper developed by some of the authors of this article for the National Commission on the Future of the Aerospace Industry.
  

The situation derives from almost two decades of tight funding during which hiring was at minimal levels, following a period of two prior decades in which there was massive growth in the size of the workforce.  The average age in many NASA and other aerospace operations is over 50 years old.  It is this larger group of people hired in the 1960s and 1970s who are now becoming eligible for retirement, with a relatively small group of people who will remain.  The situation is compounded by a long-term decline in the number of scientists and engineers entering the aerospace industry as a whole and the inability or unwillingness to hire foreign graduate students studying in U.S. universities.
  The combination of recent educational trends and past hiring clusters points to both a senior leadership gap and a new entrants gap hitting NASA and the broader aerospace industry at the same time.  Further complicating the situation are waves of organizational restructuring in the private sector.  As was noted in Aviation Week and Space Technology:  

A management and Wall Street preoccupation with cost cutting, accelerated by the Cold War's demise, has forced large layoffs of experienced aerospace employees.  In their zeal for saving money, corporations have sacrificed some of their core capabilities—and many don't even know it.

The key issue, as this quote suggests, is not just staffing levels, but knowledge and expertise.  This is particularly important for System Safety.  Typically, it is the more senior employees who understand complex system-level interdependencies.  There is some evidence that mid-level leaders can be exposed to principles of system architecture, systems change and related matters,
 but learning does not take place without a focused and intensive intervention.

8.0 Conclusions 

This paper has linked two fields—System Safety and Engineering Systems.  It is a systems orientation, rather than a piecemeal, segmented approach that lies at the intersection of the two fields.  Motivating the analysis in this paper are the recommendations of the Columbia Accident Investigation Board (CAIB), which urged systematic attention to safety culture and other organizational dynamics.  We have sought to illustrate just some aspects of the full scope of change that is required for a realignment of social systems along these lines. In particular, we have focused on three aspects of social systems at NASA, which are:  Organizational Structure; Organizational Sub-Systems and Social Interaction Processes; Capability and Motivation.  Issues of Organizational Vision, Strategy and Culture have been woven throughout the analysis.

In the discussion of organizational structure we saw that safety can’t be advanced through a centralized function when it only operates in a weak “dotted line” matrix relationship with the line operations.  We further saw that incremental moves over two decades ended up completely undermining the independence of the function.  

The treatment of organizational sub-systems and social interaction processes focused only on selected elements of this domain, first on communications systems and leadership, and then on information systems and problem solving.  In each case, we saw that complex and deeply engrained patterns must be addressed.  It is not enough to brief leaders or issue new mandates; the leaders must be involved as teachers of System Safety principles.  This is a new model of distributed leadership appropriate to a network-based organizational structure.  Similarly, safety information systems must be tied to new patterns of use.  Disconnects in the learning systems tied to the data are predictable—the issue centers on how these disconnects are treated by the organization:  are they critical indicators or merely unfortunate events.  

Capability and motivation are domains that are particularly salient at the individual and team or group level of analysis.  Here we find systematic issues around biases and limitations in the use of data, as well as the impact of relationships (internal and external) on the use of data.  Compounding these issues are historic matters around the use of contractors and future challenges around what has been termed the demographic cliff.  

The challenge here as with all aspects of the social system is to provide an analytic framework to guide action—in terms that can be translated into action by engineers, scientists and others in a technical organization such as NASA.  Meeting this challenge involves a commitment to System Safety—a domain of Engineering Systems that is will be of central importance in the years to come.

Appendix:

A decompositional view of social systems is summarized in the table below.  This delineation of elements of social systems is important because the words “organization” or “safety culture” are often used loosely, without full appreciation of the many aspects of a social system.  While it is helpful to understand the separate elements, it is equally important to understand how these elements of a social system are all inter-dependent and integrated among one another.  Thus, system safety depends on that integration and alignment of all of these elements.  Furthermore, it depends on the many ways that these aspects of social systems interact with technical systems and contextual systems (such as the natural environment, economic markets, political processes, and other elements).

A Decompositional Analysis of Social Systems, with Implications for Safety Culture

	Structure & Sub-Systems – Selected Topics

	Structure

	· Groups, both formal and informal
	· Formal safety groups must be independent from line operations, but still integrated

	· Organizations – hierarchies, networks, layers
	· Safety networks must operate within and across existing hierarchies – a constructive tension in a matrix structure

	· Institutions 
	· Safety cannot be secondary to market pressures or other institutional constraints

	· Industries
	· Innovations in system safety are diffused across industries and sectors of the economy

	· Markets
	· International market pressures must not undercut resources needed for System Safety

	Sub-Systems

	· Communications systems
	· Communications systems need to be open and multi-directional – without blame

	· Information systems
	· Information needs to be broadly distributed and available to support root cause analysis

	· Reward and reinforcement systems
	· Rewards and reinforcement should not undercut a systems safety approach (note that rewarding system safety may be desirable, but what is essential is that rewards are not antithetical to system safety)

	· Selection and retention systems
	· At points of entry and exit to the workforce, safety knowledge, skills and ability needs specific attention

	· Learning and feedback systems
	· Development of safety knowledge, skills and ability needs investment, tracking and opportunities for practice

	· Career development systems
	· Time spent in System Safety is a valued part of career development

	· Complaint and conflict resolution systems
	· Complaints or concerns about safety matters need clear, non-blaming channels

	Social Interaction Processes – Selected Topics

	· Leadership
	· Safety leadership must be central to the work of leaders at all levels

	· Teamwork
	· Safety principles and practices must be an integral part of team operations

	· Negotiations
	· Tensions between safety priorities and other system priorities must be addressed through a constructive, negotiated process

	· Problem-solving
	· Root cause problem-solving on safety should be supported throughout the system

	· Decision-making
	· Safety decision making authority should be distributed, close to the source, with appropriate checks and balances

	· Partnership
	· Key stakeholders, such as suppliers and unions, should have full partnership roles and responsibilities regarding system safety

	· Entrepreneurship 
	· System Safety should be a legitimate domain for entrepreneurial innovation

	Capability & Motivation – Selected Topics

	· Bias and human judgment
	· Systematic biases in the uses of safety data must be understood and addressed 

	· Individual knowledge, skills & ability
	· System safety principles and analytic tools should be broadly distributed

	· Group/team capability
	· Utilization of safety knowledge, skills and abilities should be matched to group/team capability

	· Fear, satisfaction & commitment
	· Safety information should be surfaced without fear, safety analysis should be conducted without blame, safety commitment should be valued

	Culture, Vision & Strategy – Selected Topics

	Culture

	· Artifacts, attributes, assumptions
	· Visible safety offices and information, Clearly articulated safety rules and procedures, Deeply established assumptions valuing root cause analysis and eliminating blame/fear

	· Gender and diversity
	· Contributions to System Safety by women and minorities should be valued—even in traditionally white-male dominated 

	· Cross-cultural dynamics
	· Cross-cultural issues should not be a barrier to global diffusion of System Safety innovations 

	· Dominant cultures and sub-cultures
	· System Safety must be integrated into the dominant culture, not function as a separate sub-culture

	Vision and Strategy

	· Vision and stakeholders
	· Clearly expressed system safety vision—shared among stakeholders through an ongoing alignment process

	· Strategy and implementation 
	· System safety is integrated with line operations; A mix of top-down re-engineering and bottom-up process improvement
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